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Preface

These proceedings are a collection of papers prepared for and presented at the 65th
Anniversary Conference of the Institute of Economics, Zagreb, that took place in Zagreb,
on November 18th and 19th, 2004. The objective was to celebrate the 65th anniversary
of the Institute by discussing the main economic challenges facing the European
transition economies (EU entrants and other candidates, with a particular focus on
Croatia), and by providing fresh insights and ideas on how to approach the common and
country specific problems.

The topics covered in the papers reflect some of the economic issues of the contemporary
Europe. On the one hand, the European Union as its dominant part is aiming to become
a global leader. On the other hand, the countries in its closest neighborhood, i.e. Central
and Eastern European countries are going through a process of transition that has
evolved at a varying pace until now. The leaders among transition countries joined the
European Union as full members in 2004, while the other group of countries is still
engaged in political and economic restructuring aimed at meeting the EU standards and
pre-requirements.

The Conference was organized in seven sessions and therefore the contributions
addressed the following specific issues: Economic growth and development; Fiscal policy,
unemployment and demographic trends; Financial sector, inflation and monetary policy;
External balances, capital flows, monetary and exchange rate policies; Innovation
management; Competitiveness of companies and sectors on the road to the EU; European
economic space - development problems and accession challenges. The Conference
Committee was proud to introduce a special poster session for economists under 30,
named YES! - Young Economists’ Session. Their background papers are also included in
these proceedings.

All the papers that we received for the conference were subject to a double-blind review
by international reviewers (from Croatia, Germany, Switzerland, UK, USA). We strongly
believe to have succeeded in the attempt to select those analytical and empirical studies
and papers that could provide well-founded and useful recommendations to policy
makers and the business community alike.



Contributions of the researchers from the Institute of Economics, Zagreb are the outcome
of the current research efforts on the project entitled "Economic Development of the
Republic of Croatia on its Road to the EU: macroeconomic, microeconomic and spatial
aspects", that is supported by the Ministry of Science, Education and Sports of the
Republic of Croatia.

We would like to express our sincere gratitude to the Government of the Republic of
Croatia, under whose high auspices the Conference was held, and all the others who
have contributed not only to its success but also to the publication of this volume. Our
special thanks go to many sponsors from the Croatian business community. We are also
grateful to all the authors of the papers that were presented who enriched us with the
valuable insights, as well as to the anonymous reviewers who took care of preserving the
high quality of the selected papers. Our invited speakers, Riccardo Cappellin, Fabrizio
Coricelli, Bruce L. Jaffee, George Kopits, Michael Landesmann, Dubravko Mihaljek and
Slavo RadoSevi¢, held brilliant and provoking keynote speeches while numerous
discussants contributed to the lively discussion and encouraged new research efforts.

Both the organization of the Conference and the publication of the proceedings would not
have been possible without exceptional efforts of all the staff of the Institute of
Economics, Zagreb and Denis RedZepagi¢, who was doing his civilian military service at
the Institute at the time the Conference was being prepared.

We hope that the papers presented in this volume will stimulate further research into all

the challenging areas that the Conference attempted to tackle, both within the local

community and internationally.

Zagreb, May 2005 The Conference Committee
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Economic Reforms and Corruption
In Transition Countries

Abstract

Whereas the literature on the causes of corruption has ballooned in the last two decades,
studies on transition nations are still in their infancy. Attention to transition countries is
important because if some factors unique to these nations can be identified, then blanket
recommendations for corruption reduction in all countries can be modified to suit
transition economies. This paper uses annual data over 1998-2002 for 25 transition
economies to study factors that cause corruption. Two different measures of corruption
are employed to test the validity of our findings. Among the factors that significantly
lower corruption, the degree of economic prosperity, economic freedom and progress
toward transition seem most important.

Keywords: corruption, transition reforms
JEL Classification: P3, H1

“ Jelena Budak, The Institute of Economics, Zagreb, Croatia.
- Rajeev K. Goel, Department of Economics, Illinois State University, USA.

We would like to thank Prof. Vojmir Franicevi¢ for insightful comments on an earlier version of the
paper presented at the 65" Anniversary Conference of the Institute of Economics, Zagreb.
Remaining errors are our own.



1 Introduction

Corruption in economies reduces economic efficiency and has negative implications for
growth. Therefore, nations remain interested in reducing, if not eliminating, corrupt
practices. Researchers have examined various factors that affect corruption. These
factors include whether the prevalence of corruption in a country is affected by
government size, judicial system, the degree of economic freedom, relative wages of
government employees, the degree of red tape, religion, education, prosperity etc. (see
Bardhan (1997), Jain (2001) and Rose-Ackerman (1999) for surveys of the pertinent
literature). These studies have used country-specific as well as cross-country data. The
effects of many of these variables on corruption generally remain inconclusive (see, for
example, Graeff and Mehlkop (2003)). Micro-level studies, while very insightful and
desirable, are especially problematic in the case of corruption as the true measure of
corruption is unobservable, even more so at the individual level. Corrupt officials who
are never caught have no incentive to reveal their true behavior. Furthermore, bribe-
givers are not always forthcoming because, more often than not, they are benefiting
either illegally or disproportionately from corrupt practices.

In this paper we examine the determinants of corruption in transition countries. More
than two dozen independent nations were formed in the early nineties with the breakup
of the Soviet Union and the general decline of communism. Attention to transition
economies is important as many institutions in these new market economies are in their
infancy. Reducing corruption is also an important assessment in the evaluation of
political criteria in accessing the European Union (EU). Therefore, it is instructive to see
what factors lead to corruption in the formative years and whether these factors are
different from those that are known to lead to corrupt activities in other countries. On the
one hand, there might be greater arbitrariness (leading to opportunities for corruption) in
transition economies as institutions are not fully developed and there are fewer checks
and balances. On the other hand, greater idealism among the public to build a better
nation might act as a check against corruption. Transition nations might also be able to
avoid some problems by learning from the experiences of other (mature) countries.

We use annual data 1998 to 2002 for 25 Eastern European transition economies to
examine the determinants of corruption. Two different measures of corruption
perceptions are used to test the robustness of our findings. The results are quite similar
for both measures. In particular, we find that greater economic prosperity and greater
economic freedom lead to lower corruption, as does greater progress in transition (i.e.,

4



greater maturity). However, different elements of transition progress have varying
influences on corruption. Lower levels of corruption is observed in the countries that
have more success in the process of accession to the EU. Any institutional factors unique
to the 15 former Soviet republics do not seem to have a significant impact. Implications
of these findings are discussed.

2 Model, Data and Estimation

The theoretical underpinnings of studies of corruption may be traced back to the seminal
work of Becker (1968), where he argued that individuals balance the costs and benefits
from engaging in illegal activities." These incentives are influenced by external factors
such as government policies. Researchers studying corruption have used various
measures of costs and benefits of corruption to see which factors are significant. There is
a lack of a consensus on the determinants of corruption in the literature as the significant
influences on corruption vary depending on the measure of corruption used, the data set
employed and the general inability to adequately measure corruption and quantify
institutional details (Knack and Keefer (1995)).

The general form of the estimated equation is the following:

CORRUPTION;; = F(INCOME,;, EDUCATION;, GOVT SIZE,, ECONOMIC FREEDOM;,
(D) TRANSITION PROGRESS;, SOVIET INFLUENCE)
i=1,.25;t=1,..5

Annual observations are used for 25 transition countries over the years 1998 to 2002.
Two different measures of the dependent variable are used. One is the widely used
corruption perceptions index from the Transparency International. This index varies from
0 to 10, with higher values signifying less corruption. Given the problems with
adequately measuring the existence of corruption in a country, another corruption
perceptions index available from The World Bank is used. This index has a smaller range
from -2.5 to +2.5. However, higher values again represent more “clean” economies.’

! See also Shleifer and Vishny (1993) and Tanzi (1998).

% Note that both indices are technically indices of perceptions of corruption. The Transparency
International’s index is an average of surveys about corruption perceptions. The World Bank index
defines corruption as ““the exercise of public power for private gain™.



The level of prosperity is given by the per-capita GDP to show that perhaps individuals
in wealthier nations have lower discount rates and thus would be less eager to offer
bribes to “jump the queue”. Government officials in wealthy nations are also relatively
well paid and are thus less willing to accept/solicit bribes. Furthermore, wealthier nations
generally have better institutional mechanisms to prevent corrupt practices. Greater
literacy might reduce corruption when the population is better aware of its rights and
duties and people are likely to be less corrupt themselves. They are also more likely to
report illegal acts of others.? It might be easier to publicize the deeds of corrupt officials
to an educated population and this might act as a deterrent. We use another, broader and
consistent, measure of prosperity and education in the form of the Human Development
Index. This index is based on three factors: literacy, GDP and life expectancy. Higher
values of this index signify more literacy, greater prosperity and a longer life expectancy
in a country.

Government size might also affect the level of corruption in a country. The size of
government can be a deterrent or an inducement to corruption. On the one hand, if a
larger government spending entails greater deterrence (policing) and enforcement
measures, it might lead to lower corruption. This might be especially true in transition
economies because they are in the nation building stages. On the other hand, a larger
government might signify greater red tape and this is likely to result in greater corruption
(Goel and Nelson (1998)).

Greater economic freedom generally signifies less governmental controls and more
influence of market forces. Fewer governmental controls in turn reduce the discretionary
power that government officials exercise and thus likely to reduce corrupt practices.
Some factors unique to transition economies are captured in the transition index. This
transition index encompasses many aspects including price liberalization, foreign
exchange liberalization, degree of privatization, banking and enterprise reform and
infrastructure reform. As these economies mature (i.e., greater transition progress), there
is likely to be less corruption when institutions are fully developed and checks and
balances minimize the discretionary powers of government officials. It would be
interesting to see whether different elements of the transition phase have different
influences on corruption. To that effect, we use progress toward privatization
(disaggregated into large-scale and small-scale privatization) and indices of banking and

% Conversely, one could argue that an educated population might be more adept as devising ways
to circumvent existing rules.



nonbanking reforms.* These indices, in general, signify more play of market forces. For
instance, privatization reduces bribe-seeking opportunities for government officials when
their discretionary powers are reduced.” The level of general competitiveness in an
economy is also used as an explanatory variable. The competitiveness index is also a
component of the transition index.

Finally, some institutional factors might be unique to the former Soviet Union and we
include a dummy variable to capture the influence of these factors.® For instance, to the
extent there were some unique government procurement practices in the former Soviet
Union, the resulting independent nations are likely to reform differently from other
transition economies (due to the inertia of inherited institutions). This might have a
significant influence on corruption. On the other hand, the issues facing the transition
nations might have more to do with their socialist past and any linkages to the former
Soviet Union might not exert any noticeable influence on corruption. The complete list
of countries in our data set is in the Appendix and Table 1 provides the details about
variable definitions and data sources.

3 Results and Discussion

We start with comparative analysis of the level of corruption in transition countries and
the institutional assessments of these nations in approaching the European Union (EU).
Tables 3, 4 and 5 report our estimation results on determinants of corruption. All
equations were estimated using Ordinary Least Squares (OLS) and heteroscedasticity-
consistent standard errors are reported. The number of observations across the two
measures of corruption varies due to missing observations. The general fit of all
regressions is quite decent as the adjusted-R2 is better than 0.5 in most cases and the F-
value is statistically significant at least at the 5% level.

* Recognizing some potential simultaneity issues, a one year lag on these indices is employed to
make them somewhat pre-determined.

5 However, in some transition countries the privatization processes themselves may be connected
with corrupt practices. See Kaufmann and Siegelbaum (1996).

© However, we recognize that this framework is unable to capture all the factors potentially
contributing to heterogeneities across countries.



3.1 Corruption and Institutional Development

A general level of corruption prevalence in transition countries is given in Table 2. We
used the corruption perception index to compare the assessments of transition countries
in the accession process to the EU. In the process of accession to the EU, countries are
evaluated on institutional development and in reducing corruption to satisfy political
criteria for EU membership. The European Commission (March 2003) reported
corruption in Albania and Croatia as a (major) problem in the stabilization and
association process.” When ranked by the Corruption Index WB (2002), the top seven
countries with the lowest corruption recently became new EU members, while on the
bottom of the list is a group of other countries not included in the EU accession process
(Table 2). Four groups of countries were formed according to their status to the EU. The
associated average (perceptions) corruption index for each group clearly distinguished
countries with reduced corruption and more success in accessing the EU and vice versa
(Figure 1).

Figure 1. Corruption and accession to the EU
Corruption
Index2, 2002
5.00 1

450 -

4.00 A
New EU

members
3.00 - EU

3.50 A
EU

association

250 A candidates

rocess
P Other

2.00 - )
countries

1.50

1.00 -

Source: Governance Matters I11: Governance indicators for 1996-2002. Kaufmann et al., The World Bank, 2003.
Note: Corruption Index2 is an aggregate indicator that measures perceptions of corruption defined as the exercise of
public power for private gain. Higher values correspond to lower corruption on a scale from 1 to 5.

" The stabilization and association process is a contractual relation between a country in the pre-
accession process and the EU. The EU monitors the progress in reforms leading to satisfaction of
the criteria of political and economic compliance to the EU requirements.



3.2 Education and Prosperity

Economic prosperity and education are the basic control factors that are included in
nearly every empirical study of corruption. We find that a higher GDP per-capita leads to
lower corruption, while the effect of literacy is not statistically significant.®> However,
since GDP might be capturing some literacy effects, we also employ a Human
Development Index (HDI) that encompasses education, economic prosperity and health
conditions. An improvement in the HDI results in lower corruption. This signifies that as
these nations achieve greater prosperity, the level of corruption will go down and
corruption is likely to be more prevalent in poorer transition nations. These results are
consistent across the two measures of corruption (Tables 2 and 3). In an earlier study of
the shadow economy in transition countries over 1990-97, Eilat and Zinnes (2002) find
that greater economic prosperity resulted in a smaller shadow economy.

3.3 Government Size and Economic Competitiveness
Educing Corruption

Table 4 examines the influence of government size and competitiveness on corruption.
GovGDP (or general government expenditure as a percentage of GDP) captures the
effect of government size on corruption. A larger government might involve better
monitoring of discretionary powers of government officials or it might involve more
bureaucratic red tape. It has been found that a bigger government size resulted in greater
corruption in the case of the United States (Goel and Nelson (1998)). However, greater
government size for transition countries leads to lower corruption and this effect is
statistically significant when the Transparency International (T1) corruption perceptions
index is used as the dependent variable. This suggests that perhaps greater government
size in transition economies resulted from more expenditure on police (e.g., a larger
police force and better training) and the judicial system - institutions that are likely to
reduce corruption.” Therefore, good governance assessments such as government
efficiency, rule of law and greater transparency in government policies and procedures
may explain the corrupt practices better than government size itself. However, May et al.
(2002) examined the effects of various governance measures on the level of unofficial

8 The low variability in the literacy measure in our sample of high literacy transition countries
might have some role in the statistical insignificance of the related coefficient.

° Although, in certain cases police and judiciary might themselves be corrupt.



economy in transition countries, and found most of these measures to be statistically
insignificant.

The effect of greater competitiveness is generally positive (i.e., greater competitiveness
lowers corruption) and significant under one measure of corruption. The findings with
respect to the effect of economic freedom are mixed in the literature. On the one hand,
Goel and Nelson (2004) find that greater economic freedom reduced corruption in a large
sample of developed and developing nations. On the other hand, Graeff and Mehlkop
(2003) find that the effectiveness of economic freedom on corruption is sensitive to a
country’s development level. We also used a broad measure of competitiveness, called
the transition index to examine its effect. This index is broader than the competition
index because it includes many factors (e.g, privatization, competitiveness, infrastructure
and banking reforms, etc.) beyond merely those enhancing competitiveness. An
improvement in the transition index results in lower corruption and this finding is robust
across the two measures of corruption. Given the composition of the transition index, this
implies that comprehensive reforms involving price liberalization, privatization, foreign
exchange liberalization, banking and infrastructure reforms are likely to result in lower
incidence of corruption.®

Finally, to account for the different institutional aspects of former Soviet republics, a
zero-one dummy variable (SDUM) is included that takes the value of one for the fifteen
former republics and zero otherwise (see the Appendix). The resulting coefficient was
not statistically significant in any case, suggesting that institutions unique to the former
Soviet Union were not having a perceptible impact on the corrupt activities in transition

countries.™

3.4 Transition Reforms and Corruption

Since the main contribution of this work is to understand the factors unique to transition
economies in influencing the prevalence of corrupt activities in these countries, we

10 we also included as explanatory variables key macroeconomic variables such as inflation rate
and the unemployment rate. The respective coefficients were not statistically significant suggesting
that these variables did not affect corruption in an appreciable manner in transition economies.
Details are available from the authors upon request.

" However, one should bear in mind the possibility that these institutions might still be prominent
and that our dichotomous treatment is unable to capture the related complexities. Furthermore, our
relatively small sample size prevents us from including country-specific dummy variables.

10



revisit the effect of transition progress in Table 5. Transition progress is disaggregated
into large scale and small scale privatization and into banking and nonbanking reforms.
These factors might affect the level of economic freedom to different degrees and can
thus have varying influences on corruption. The decomposition of the scale of reforms is
also important for policy purposes. While all the components of transition progress have
the right sign (i.e., greater progress results in lower corrupt activity), the statistical
significance of the coefficients varies. Nonbanking reforms seem to significantly lower
corruption across both measures, while the effect of banking reforms is also positive and
significant in one case. Greater privatization, however, does not seem to have a
statistically significant effect. An important policy implication is that if corruption
reduction is an important goal for policymakers, then attention to nonmarket reforms
should take precedence over some other initiatives, such as privatization initiatives.
Again, the broad measure of transition progress (Tranldx) significantly reduces
corruption in both cases. The effects of the other variables, HDI and SDUM, are
consistent with our earlier findings in Table 4.

4 Concluding Remarks

Whereas the literature on the causes of corruption has ballooned in the last two decades,
studies on transition nations are still in their infancy. Attention to transition nations is
important because if some factors unique to these nations can be identified, then blanket
recommendations for corruption reduction in all countries can be modified to suit
transition nations. This paper uses annual data over 1998 - 2002 for 25 transition
economies to study factors that cause corruption. The underlying theoretical model
draws on the seminal work of Becker (1968). Two different measures of corruption
perceptions are employed to test the validity of our findings. Among the various factors
that significantly lower corruption, the degree of economic prosperity, economic
freedom and progress toward transition seem most important. Any lingering legacy from
Soviet-era institutions does not seem to be having a perceptible effect on corruption.

The results show that the level of corrupt activity declines with economic prosperity.
While the findings for transition countries are generally consistent with those found for
broader samples of countries, our results suggest that a bigger government might not
necessarily be contributing to greater corruption in transition nations. In fact, the effect
of a larger government size in transition countries seems in fact to decrease corruption.
Whether this effect persists as these economies mature remains to be seen. Furthermore,

11



the coefficient on the transition index is statistically significant in all cases. However,
when the aggregate transition index is decomposed, the coefficients on the different
components of the transition index not significant everywhere. This suggests that
comprehensive efforts toward reform are more effective in reducing corruption, rather
than piecemeal moves toward reforming some sectors of the economy. In particular,
banking and nonbanking reforms seem to be relatively more effective at checking
corruption than efforts toward greater privatization.

It is hoped that as better data become available further light can shed on the causes and
effects of corruption in these countries. Possible extensions to this line of research
include incorporating additional institutional details and to examine potential
simultaneity issues between corruption and some of its determinants.

12



Table 1. Variable definitions and sources

Variable

Corruption Index

Q)

Corruption
Index2
(WB)
GDPpc

Literacy Rate

Human Dev ldx

(HDIdx)

LSprv-1

SSprv-1

BNKref-1

NBNKref-1

GovGDP

Comp

Tranldx

SDUM

Definition
(average [min; max])

Corruption perceptions
(scale: 0 to 10);

higher value, less corruption
(3.47 [1.5; 6])

Corruption perceptions (scale: -2.5 to +2.5);
higher value, less corruption
(-0.37 [-1.21; 1.08])

Per-capita GDP (PPP US $);
(6616.4 [988; 18404])

Percent of literate population age 15 and above
(97.93 [83.5; 100])

Human Development Index (simple average of life
expectancy index, education index and GDP index); higher
values better

(0.773 [0.66; 0.88])

Index of large-scale privatization (lagged 1 year); higher
value, more privatization
(2.92 [1.0; 4.0])

Index of small-scale privatization (lagged 1 year);
higher value, more privatization
(3.70 [2.0; 4.3])

Index of banking reforms (lagged 1 year);
higher value, more reforms (2.46 [1.0; 4.0])

Index of nonbanking reforms (lagged 1 year); higher value,
more reforms (2.12 [1.0; 3.7])

General government expenditure (% of GDP)
(35.0 [13.9; 56.6])

Index of competition policy;
higher value, more competition
(2.2 [1.0; 3.0])

Transition index;

(scale: 1 to 4)

Higher value, more progress
(2.8 [1.3; 3.8])

Dummy variable for former Soviet republics
(0.6 [0, 1])

Source

www.transparency.org

World Bank

IMF

www.undp.org

www.undp.org

EBRD

EBRD

EBRD

EBRD

EBRD

EBRD

EBRD

13



Table 2. Corruption rankings in transition countries, 2002
(Less corrupt to more corrupt)

Country EU status Corruption Index2 (WB)
Slovenia MC 3.39
Estonia MC 3.16
Hungary MC 3.10
Poland MC 2.89
Czech Rep. MC 2.88
Slovakia MC 2.78
Lithuania MC 2.75
Croatia SAP* 2.73
Latvia MC 2.59
Bulgaria ccC 2.33
Romania cc 2.16
Armenia none 1.78
Macedonia SAP 1.77
Belarus none 1.72
Kyrgyzstan none 1.66
Albania SAP 1.65
Moldova none 1.61
Russian Federation none 1.60
Ukraine none 1.54
Georgia none 1.47
Uzbekistan none 1.47
Kazakhstan none 1.45
Azerbaijan none 1.43
Tajikistan none 1.43
Turkmenistan none 1.29

Source: Governance Matters 111: Governance indicators for 1996-2002. World Bank, June 2003.

Note: Corruption Index2 is an aggregate indicator that measures perceptions of corruption defined as the exercise of
public power for private gain. It reflects frequency of paying bribes to get things done, effects on the business
environment, grand corruption in political arena and state capture by elite. Higher values correspond to better
outcomes (lower corruption) on a scale from 1 to 5. (Original scale was -2.5 to +2.5).

MC-member countries: new EU members from May 2004. CC- candidate countries. SAP-countries in stabilization and
association process to EU. None-countries not in the process of accession to the EU (former Soviet republics except
Baltic states).

* Croatia is ahead of other countries in SAP, and it is expected that Croatia will become an EU candidate country in
2004.
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Table 3. Determinants of corruption: Effects of education and prosperity

GDPpc

Literacy rate

HDIdx

N
adj. R2

F-value

Dependent variable:

Corruption Index (TI)

0.0002**
(0.00003)

0.005
(0.16)

50
0.54
29.3**

16.05%*
(3.05)

50

0.39
31.8**

Dependent variable:
Corruption Index2 (WB)

0.0001**
(0.00001)
0.01
(0.007)
10.47%%
(0.84)
38 38
0.72 0.75
49.1%* 114.0%*

Notes: All equations included a constant term. The results for the coefficient on the constant term are not reported
but are available upon request. The number of observations varies between the two measures of corruption due to
missing data. Heteroscedasticity-consistent standard errors are in parentheses below the parameter estimates.

** denotes significance at the 5% level.

Table 4a.

GDPpc

Literacy
Rate

HDIdx

GovGDP

Comp

Tranldx

SDUM

N
adj. R2

F-value

Determinants of corruption:
Effects of government size and competitiveness

10.57%*
(3.51)

1.31%*
(0.38)

50
0.52
27.2**

10.66%**
(3.51)

1.34%%
(0.43)

0.04
(0.28)

50
0.51
17.7%*

9.80%*
(3.23)

0.03%
(0.01)

1.06%*
(0.38)

50
0.53
19.8**

13.01%*
(3.52)

0.05%*
(0.02)

0.009
(0.30)

50
0.45
14.6**

9.26%*
(2.69)

0.03
(0.02)

0.94%*
(0.37)

50
0.59
24.4%*

Dependent variable: Corruption Index (TI)

0.0001%* | 0.0002**
(0.00004) | (0.00004)

-0.04 0.05
(0.16) (0.14)
10.72%*
(3.22)
0.69
(0.41)

1.07** 0.75%
(0.43) (0.39)
50 50 50
0.55 0.55 0.60
3L.7%% | 21.2%% 25.3%%

Notes: All equations included a constant term. The results for the coefficient on the constant term are not reported
but are available upon request. SDUM is a dummy variable that takes the value of one for the fifteen former Soviet
republics and zero for all other countries in our sample. Heteroscedasticity-consistent standard errors are in
parentheses below the parameter estimates.
** denotes significance at the 5% level, * denotes significance at the 10% level.
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Table 4b. Determinants of corruption:
Effects of government size and competitiveness
Dependent variable: Corruption Index2 (WB)
0.0001** 0.0001**

GDPpe (0.00002) | (0.00001)
Literacy 0.005 0.01
Rate (0.009) (0.008)
HDId 9.11%* | 9.19%* | 8.17** | 9.50%* | 6.82** | 8.05**
(1.46) | (1.54) @ (L.87) | (L.40) & (L50) | (1.30)
0.007 | 0.007 | 0.009
GovGDP (0.006) = (0.01) = (0.006)
com 024 | 025 | 0.24 0.31
P (0.20) | (0.20) | (0.20) (0.21)
Tranidx 0.37** | 0.35%* 0.41%*
(0.13) | (0.14) (0.15)
0.03 0.003
SDUM (0.11) (0.12)
N 38 38 38 38 38 38 38 38
adj. R2 0.76 075 | 0.75 0.74 0.80 0.80 0.73 0.80
F-value 58.4%* | 37.9%* | 38.9%* & 36.9%* | 52.1%* | 76.1** | 34.5%* 49.7%*

Notes: All equations included a constant term. The results for the coefficient on the constant term are not reported
but are available upon request. SDUM is a dummy variable that takes the value of one for the fifteen former Soviet
republics and zero for all other countries in our sample. Heteroscedasticity-consistent standard errors are in
parentheses below the parameter estimates.

** denotes significance at the 5% level

Table 5. Determinants of corruption: Effects of economic reforms

Dependent variable: Dependent variable:
Corruption Index (TI) Corruption Index2 (WB)
HDIdx 13.13%% | 12.87*% | 9.18%* | 10.98%% | 9.72%% | Q97** | 6.65%* | 8.32%*
(3.61) (3.79) (2.04) (3.29) (1.06) (1.03) (1.40) (1.39)
0.37 0.10
LSprv-1 (0.25) (0.07)
0.37 0.06
SSprv-1 0.27) (0.07)
0.47 0.21**
BNKref-1 (0.30) (0.10)
0.89** 0.21**
NBNKref-1 (0.25) (0.11)
1.12** 0.37**
Tranldx (0.47) (0.14)
SDUM -0.24 -0.30 0.21 0.11 -0.01 -0.01 0.04 0.07
(0.31) (0.30) (0.18) (0.25) (0.12) (0.12) (0.08) (0.09)
N 50 50 50 50 38 38 38 38
adj. R2 0.43 0.41 0.72 0.55 0.75 0.74 0.83 0.80
F-value 13.1** 12.5** 32.3%* 20.8** 38.2%* 36.3** 45.2%* 49.9%*

Notes: All equations included a constant term. The results for the coefficient on the constant term are not reported
but are available upon request. The number of observations varies between the two measures of corruption due to
missing data. SDUM is a dummy variable that takes the value of one for the fifteen former Soviet republics and zero
for all other countries in our sample. Heteroscedasticity-consistent standard errors are in parentheses below the
parameter estimates.

** denotes significance at the 5% level
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Appendix

List of Transition Economies

Albania, Armenia*, Azerbaijan*, Belarus*, Bulgaria, Croatia, Czech Republic, Estonia*,
Georgia*, Hungary, Kazakhstan*, Kyrgyzstan*, Latvia*, Lithuania*, Macedonia,
Moldova*, Poland, Romania, Russian Federation*, Slovakia, Slovenia, Tajikistan*,
Turkmenistan®, Ukraine*, Uzbekistan*

Note: * denotes former Soviet republic.
Data for Bosnia and Herzegovina and for Serbia and Montenegro are not available.
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Post-communist Judicial System:
Deep-rooted Difficulties in Overcoming
Communist Legacies - with Special Regard
to Croatia

Abstract

Post-communist lawlessness has caused considerable concern and resulted in much
misguided theorizing. The paper criticizes some of the more common misconceptions.
Among them are the disregard for private law enforcement, the failure to realize the
interdependence between the range of rights to be enforced and the cost of enforcement,
the mistaken view that the rule of law is basically a matter of public choice and the
preference for administrative remedies over judicial remedies. After discarding such
attempts at explanation, the paper proposes that the analysis should focus on other issues
instead. All of them happen to be related to a legacy of communism. These include the
downgrading of civil and constitutional law, the instability of legal rules, as well as the
underdeveloped separation of powers and very peculiar causes of court congestion.

Keywords: enforcement cost, civil law society, centralism, ovria (Engl. distress,
execution, enforcement)
JEL Classification: K4, P37

“ Bruno Schonfelder, TU Bergakademie Freiberg, Faculty of Economics and Business, Freiberg,
Germany.
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This paper consists of two parts. The first part criticizes some theories of post-
communist lawlessness that were proposed by economists in recent years. The second
part presents an alternative view at the example of Croatia. It outlines some preliminary
hypotheses that may help to understand why progress towards the rule of law has been
slow.

A proposition by Hayek (1960, p. 208) may offer a useful starting point: “The
importance which the certainty of the law has for the smooth and efficient running of a
free society can hardly be exaggerated. There is probably no single factor which has
contributed more to the prosperity of the West than the relative certainty of the law
which has prevailed there.” It may be worth noting that this proposition is meant to refer
not only to the modern age, but to a part of medieval times as well. This part presumably
began in the eleventh century, which is widely regarded as the time when the rise of the
Western World gained momentum.

Empirical growth theory has made some efforts at pinning down the causality proposed
by Hayek, but it has not been very successful at that. Gathering relevant data is an
arduous job, certainty of law is very difficult to measure and all the available measures
are garbled. Irrespective of their popularity, the qualitative assessments produced by
various rating agencies and the Freedom House often appear implausible and unreliable.
The only numbers that are readily available relate to the judiciary rather than to legal
certainty. And these data may seem to disprove Hayek. One surely can count lawyers
and other legal professionals. Including the latter is important, e.g. Japan is well-known
for its small bar but researchers sometimes fail to realize that Japan has more legal
professionals per capita than the USA'. All developed Western nations keep large
numbers of legal professionals. However, more legal professionals does not always result
in more growth, various examples of the contrary are available in the Third World. Quite
a number of economists even think that more lawyers means less growth, the existence
of a negative correlation was alleged by some. The statistical analyses undertaken to
establish this claim are inconclusive for several reasons. Magee, Brock and Young
(1989) count lawyers instead of legal professionals, so this procedure is likely to be
misleading. Murphy, Shleifer and Vishny (1991) try to avoid this mistake by taking the
share of law students in the overall population of college students. However, most of

! Similarly, observers who point out that in the US lawyers are much more numerous than e.g. in
Germany or Austria often fail to realize that in these latter countries tax accountants usually are
business majors, while in the US this legal service is for the most part provided by law school
graduates.
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their results are statistically insignificant and their interpretation is rather debatable’.
Even if the purported negative correlation happens to exist, it should not be interpreted as
indicating causality or disproving Hayek’s claim. To recognize how the augmentation of
lawyers may increase social welfare and why this may fail to occur, consider one of the
possible chains of causation. There is a causal link from lawyers to legal certainty.
Rational people litigate only if the outcome is uncertain, this uncertainty may be due
either to legal or factual uncertainty. Lawyers earn their money by identifying such
uncertainties, legal uncertainty thus results in litigation and a larger body of precedent,
precedents gradually remove legal uncertainty. This happy outcome, however, is
achieved only if statute law is sufficiently stable and if an accumulation of precedents is
appreciated as a legitimate procedure of rule-making. If instead statute law keeps
changing at a rapid pace, as is still the case in Croatia, the body of precedent is subject to
a rapid depreciation. The body of precedent may be likened to a capital stock. Changing
statute law at a rapid pace is like destroying real capital, it deprives the work of lawyers
of much of its usefulness for the general public® and thus greatly reduces the return on
the investment which society makes by educating lawyers. Another reason why the
return of the Croatian precedent production continues to be deplorably low is that it is
still fairly difficult to find precedents. Judicial decisions and opinions are often not
published and even if they are in principle accessible, the development of information
systems which support research of precedents is still in its infancy”.

The argument that a large body of precedent is tantamount to more legal certainty may
appear as strange to those who tend to view civil law systems such as the Croatian as
systems in which precedent is of minor relevance. The prevalence of this prejudice is to

2 They claim to have found evidence that the allocation of talent provides the crucial chain of
causation. More law students means that less talent is available for engineering studies, which they
consider more relevant for economic growth. They do not claim to have revealed any other causal
nexus, their data actually disprove the (fairly popular) idea that lawyers contribute to rent-seeking
and thus reduce the efficiency of investment. “....suggests that lawyers reduce growth creating
activities but not through reducing the incentives to invest.” (ibidem p. 529) It may be significant
that in their data the combined share of law students and engineering students is only 20 percent.
The remaining 80 percent of college students should offer a sufficient supply of talents if
engineering studies really suffer from a shortage of talent as Murphy et al. seem to be claiming.
Also, law students often have talents that differ considerably from those of engineering students. On
the other hand, the best talents for engineering might well be found at some other faculties rather
than among law students.

3 Increasing the body of precedents and thus legal certainty is a positive externality produced by
lawyers while working for their private gain. Instability of statute law reduces or eliminates this
positive externality.

* Udruga Sudacka mreza (an association of judges) has undertaken an important initiative to solve
this problem. It is worth noting that in this regard Croatia is lagging behind Bulgaria.
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quite some extent a communist legacy that lingers on® because the proponents of this
view rarely or never read code commentaries, written in highly developed civil law
systems like e.g. the German one. If they were to read such commentaries, they could not
help but realize that they refer to precedents quite frequently and not dramatically less
often than treatises written in common law countries. Thus, the argument that more
lawyers means more legal certainty holds, provided that statute law is sufficiently stable.
However, there is another proviso. The stability of statute law does not translate into
more growth if the statutory principles whose meaning has been ascertained are such that
they inhibit economic growth, or if it is not possible to contract around the provisions
that have these detrimental effects. In other words, if a large portion of inefficient
provisions are ius cogens, the investment into the judicial system is wasted again. This
presumably is a major difference between common law and civil law systems; statute
law often tends to be ius cogens, common law tends to offer more flexibility. Examples
to illustrate the resulting possibilities of waste may easily be found in the German
economic history. If legal certainty supports economic growth, this is presumably so
because it supports the division of labor which has long been recognized as the
fountainhead of growth. Arguably, a highly developed division of labor is virtually
unattainable in the absence of the rule of law. However, not all legal systems support the
division of labor. For instance, Germany had a rather developed judicial system and large
numbers of well educated lawyers in 1947, but the division of labor in the German
economy at the time was roughly comparable to the time of Charlemagne®. The legal
system did not support the division of labor, but rather inhibited and prevented it, thus
preventing growth.

1 Theories of Post-Communist Lawlessness:
a Critical Review

Presumably, few economists disagree with Hayek’s tenet that legal certainty contributes
strongly to economic growth. Economists also claim to be experts on issues of economic

5 To be sure, this fallacy is not universally held. For an account that stresses judge-made law see
e.g. Kacer (2003, p. 445).

© This historical comparison is due to Eucken (1950). In 1947, food was rationed in Germany but
rations were at starvation level. In order to survive, people needed to engage in subsistence
agriculture or acquire additional food on the black market. This was very time-consuming, town
dwellers needed to undertake lengthy (railway and bus) trips to the countryside arranging barter
deals with peasants. In theory, town dwellers were all required to work in their jobs, but foremen
understood that absenteeism was a necessity to assure survival.
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growth, thus the fact that they have been inclined to ignore this causality is a bit of a
paradox. Sometimes they cannot avoid dealing with it as, for example, if problems
caused by legal uncertainty and missing law enforcement proliferate. After 1995, post-
communism forced economists to face these problems. This was the point when most
economists lost interest in the economics of transition. Those who remained in the field
often turned to strange theories. This theorizing of the late nineties tended to take on an
unduly alarmist tone. Sometimes it was claimed that as a result of weak law enforcement
most post-communist countries were heading towards total disaster. Nowadays, one can
easily realize how misguided such alarmism was. Even the post-communist countries in
which law enforcement continues to be extremely weak such as e.g. Ukraine, Albania or
Moldova have experienced some economic recovery. These countries have not fallen
into a bottomless pit; often they have established a viable sort of crony capitalism. There
seem to be only two “chronically sick” European post-communist countries, they are
Serbia and Belarus, and even their disease is not as terminal as it is often represented.
Both of them were relatively affluent in 1990 and this affluence has not been completely
wasted yet, so their story is more about stagnation than about collapse.

The alarmist view was based on two misconceptions. The first misconception concerned
the role of private versus public law enforcement. The second was an exaggeratedly
negative account of crony capitalism. These misconceptions in turn gave rise to several
misguided economic theories of law enforcement. This theoretical section of the paper
first sketches the misconceptions and then turns to three false theories.

Misconception one is that law enforcement is narrowed down to public law enforcement,
this is the etatist view of law enforcement which ignores private law enforcement. As an
empirical matter, however, private enforcement is quite significant even in modern
economies, with substantial resources spent on various kinds of self-enforcement and self-
protection. Self-enforcement tends to be more cost-effective in protecting contract rights
than in protecting property rights. Self-enforcement often relies on the building of
reputations, on reputational capital. For instance, the small share of non-performing loans
in Western bank portfolios is not due mostly to superb performance of bailiffs but rather to
the fact that persons who at some point of their careers default on their loans tend to find
themselves cut off from further lending. Meaningful credit information is available and
people service their loans as regularly as they can to avoid getting on the black list. In the
early years of post-communism such reputational capital was largely non-existent, and
even where it had existed to some extent before — and Yugoslav socialism provided more
opportunities for building reputational capital than the Soviet-type socialism — the pre-
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existing reputational capital was debased by the dramatic change of circumstances.
Numerous new enterprises were formed, but their owners were often less interested in
building reputational capital because they were often struggling for survival and their
future was extremely uncertain. However, after a couple of years, i.e. in the late 1990s,
these inhibiting factors became less relevant in the countries that had embarked on
transition in 1990 and the usual self-enforcement mechanisms that the normal conduct of
business hinges on started to become more powerful. As a result, those legal rules which
support business, transactions have increasingly been abided by voluntarily. This
phenomenon has been observed in most post-communist countries. A prominent example
is Khodorovsky, the former owner of Yukos, who is now being tried. Most likely he had
been a great villain, but even he got somewhat more honorable as of late.

Second, for a while quite a number of economists commented on crony capitalism as if it
were a recipe for disaster. And what followed after communism was often some sort of
cronyism. The very negative account of crony capitalism, which has been so popular
among economists, misses out on an important distinction. Public law enforcement does
not necessarily mean that the law is enforced as a public good; instead it may be
enforced as a private good’. Enforcing the law as a private good means that enforcement
is haphazard and highly selective and that only a very limited number of people can
actually rely on it. This is cronyism. To be sure, countries characterized by crony
capitalism will not manage to catch up with the US or affluent Western European
countries. However, there is some middle ground between affluence and disaster. In their
celebrated analysis Haber et al. (2003) demonstrated at the example of Mexico that crony
capitalism can result in rather respectable growth rates, and that it may well improve
livings standards more significantly than e.g. socialism managed to do. So even if there
is no rule of law proper, i.e. if a government does not protect the rights of most people,
but only those of the select few, this may suffice to generate growth provided that at least
some of these select few have entrepreneurial zeal and talent.

After these remarks on two widely held misconceptions the stage is set to turn to three
false theories. The theories will be named according to their best-known proponents. The
first theory was proposed by Roland (2000), the second by Stiglitz and the third by
Shleifer and Vishny®. Roland’s theory will be criticized first. He rightly observes that law

" This distinction seems to have been pioneered by Gambetta’s (1993) analysis of the mafia.

¢ Relevant writings are numerous, but Hoff and Stiglitz (2004) and Glaeser, Johnson and Shleifer
(2001) are particularly illustrative of the type of arguments presented.
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enforcement is costly and goes on to argue that post-communist countries often cannot
afford such costs because they lack sufficient tax revenue. From this he infers that the
government should protect some part of the economy from competition and keep it under
its tutelage. He hopes that, as a result of such protection, this part of the economy will be
profitable enough to generate the stream of tax revenue required to finance law
enforcement. This theory has several flaws. The most significant flaw in Roland’s
approach is that he abstracts from the interdependence between the set of rights to be
protected and the cost of enforcement. However, this interdependence is enormously
important. Protecting private property, contract rights and personal safety but little else
does not cost so much, all East European countries can afford it. Enforcement costs,
however, grow enormously if a much broader set of rights is to be enforced and in
particular, if this set of rights includes so-called social and economic rights, which to quite
some extent stand in conflict with private property rights. If a country cannot afford law
enforcement, the primary reason is that the set of rights which it tries to enforce is too large
and there is too much conflict between these rights®. By the way, Germany also offers a
good example of the costs that an overextension of the set of rights, social and economic
rights in particular, can cause. Germany has been on a decline since the early nineties, but
the real decline has been less dramatic than the statistically recorded decline. There is an
indication that the German shadow economy has grown significantly. This means a decline
of law enforcement, with the costs of enforcing the law growing more and more out of
proportion to what a society is ready and able to spend on enforcing it.

A second strand of fallacious theorizing, represented e.g. by Stiglitz, attempts to
conceptualize the rule of law as a matter of public choice. This is a sort of constructivist
approach to the issue. Stiglitz contemplates under which circumstances citizens vote for
the rule of law and which policy measures render it more likely that citizens will vote for
rather than against it. E.g. Stiglitz conjectures that citizens tend to vote against the rule of
law if they consider the prevailing distribution of wealth as illegitimate. Moreover, he
argues that citizens are likely to vote for the rule of law if the return on their investments
is high. From this he infers that the government should refrain from the policies that tend
to reduce the return on investment. Stiglitz represents monetary stability as a measure
which depresses return rates, and argues for a policy of moderate inflation and currency
undervaluation. This view may be criticized for a number of reasons which are beyond
the scope of this paper. However, the key flaw of his argument lies in the way he poses
the problem. Citizens of post-communist countries rarely mean to vote against the rule of

° See Posner (1995) for a succinct elaboration of this point.
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law. There have been numerous parties and politicians whose endeavors arguably are
incompatible with the rule of law but they have rarely advertised this, nor have they
inserted it in their party programs in an easily discernible way. For instance, it is
debatable to what extent Putin’s “dictatorship of the law”, which has been one of his key
slogans, is compatible with the rule of law but one should not assume that these
cleavages are common knowledge among Russian voters. Presumably, most Russians
rather think that this so-called dictatorship of the law and the rule of law is one and the
same thing. Neither are there any anarchist movements attracting a significant number of
votes anywhere in Eastern Europe. Even if one were to adopt a narrow view of law as a
concept focusing on private property, one cannot claim that the parties which have been
explicitly hostile to private ownership have commanded much support among the voters
since 1995. Enthusiasm for nationalization is largely a matter of the past. The ex-
communist parties including the Russian communists typically no longer make the
abolishment of private property and terrorizing the bourgeoisie a key program issue. The
real issue in elections is not whether one is for or against the rule of law; it is more about
different understandings of the rule of law. In addition, voters often strive for other social
goals in addition to the rule of law and fail to realize that these other social goals may be
partly or fully incompatible with the rule of law. Voters often hold onto the
misconception that the rule of law is tantamount to tough crime-fighting.

Another problem with how Stiglitz poses the problem is that the real difficulty with the
rule of law rarely lies in the promulgation of principles; rather it is the host of practical
problems of implementation. These problems are far too humerous to be solved within
one legislature, they are a matter of decades. Still, another criticism of Stiglitz’s
theorizing is that people in real life are more pragmatic, more Coasian than Stiglitz
thinks. It is not really so important to them whether the big shots acquired their wealth in
a legitimate way provided that they create jobs, pay their workers well and behave
decently. E.g. in Croatia people do not really care so much about the origins of Todori¢’s
money provided that he allocates his resources prudently and in ways that promote the
Croatian economy. Most likely the issue of the legitimacy of privatization policies really
is much less relevant than Stiglitz tends to believe. To summarize, Stiglitz’s approach is
quite misleading. Small wonder that his modeling effort results in extremely implausible
conclusions. E.g. in his model the rule of law becomes the more likely the poorer the
nation gets. According to him, the rule of law is ultimately unavoidable, those who do
not have it become more and more impoverished and that will give rise to the rule of
law. Also, he excludes the very possibility of law enforcement as a private good.
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A third strand of theorizing, which will be referred to as the Shleifer and Vishny
approach, focuses on slack and incompetence in the courts and the subversion of courts
and argues for a partial substitution of judicial procedures by government regulation
because, in their view, regulatory agencies are less easily subverted and capable of more
decisive action against wrongdoings. According to them, regulatory authorities need to
play a key role in creating the rule of law. They focus on three major shortcomings of
courts, one of them being incompetence. Incompetence of courts, particularly of
commercial courts that need to deal with new and complicated fields such as e.g. agency
law, certainly is a major problem and even more so if judges lack sufficient incentives to
acquire relevant knowledge. However, notice that these disputes can often be put to
arbitration, so this offers a ready solution for contract disputes, although not for torts.
Arbiters may be selected according to their competence. Creating a regulatory authority
may be thought of as a solution for the remaining problems only if the country has a
sufficient number of experts to fill the key positions of the regulatory authority.
However, if such experts are actually available, one could just as well create a
specialized court or a specialized department of an existing commercial court and
appoint these experts as judges. The latter is the more expedient solution in particular
because such a specialized need not require such numerous expert staff as does a
regulatory agency. This is so because in civil litigation the most labor intensive part of
work, i.e. the gathering and organization of evidence, can be left to the litigants’
attorneys and the choice of a sufficiently competent attorney is up to the litigant.
Attorneys are self-employed; they have powerful incentives to acquire the knowledge
their clients need. In contrast, a regulatory agency needs to do much of this work of
gathering and organizing evidence by itself, and it requires considerable staff to
discharge these duties. Hence, creating a specialized court is much easier than creating a
regulatory agency capable of handling the issue.

Shleifer and Vishny are also concerned about slack. In civil litigation the building and
arguing of a case is largely up to the attorneys', thus the relevant incentive problem is
not primarily about providing incentives to judges but about whether litigants and their
attorneys have sufficiently strong incentives. This may be a problem if gathering relevant
evidence is difficult (or if there are major problems of market failure in the market for

1 However, in Croatia it is only since the 2003 reform of the civil procedure that civil litigation has
primarily been based on the adversarial system. Up to 2003, it had strong inquisitorial elements. In
the inquisitorial system the distinction between courts and administrative regulation is somewhat
blurred.
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attorney services'). Quite a number of civil law countries have failed to react to this
problem. The problem can often be solved if the stakes are increased sufficiently and if
the attorney is effectively made a co-owner of the stake. This can be done by adding
punitive damages to compensatory damages and by allowing contingent fees contracts,
these are well-known incentive devices widely used in common law systems. It is not
transparent why a civil law country should refuse to adopt them. Awarding punitive
damages or a multiple of what would be needed to compensate a winning plaintiff, and
contingent fees, i.e. a contract between the plaintiff and his attorney according to which
the latter receives a certain share of the award, creates powerful incentives to litigate a
case. For sure these are not weaker than even the strongest incentives a regulatory
agency can possibly offer to its employees'. So the second argument of Shleifer and
Vishny is not much better than the first.

There is a bit more to their third claim. It concerns corruption in the courts. It is less than
clear how venal Croatian courts are. Hard evidence is virtually unavailable but extremely
strange court decisions, that appear explainable only by corruption, are not at all rare.
Shleifer’s and Vishny’s basic argument is the following: Consider behavior that may result
in an accident causing large damage, assume that this damage occurs with the probability
of only one percent. Thus, the expected value of damages is only one percent of the actual
damage if it occurs. One possible approach of the law is prohibiting this behavior outright
and employing a police force or a regulatory agency to enforce this prohibition.
Alternatively, the law can confine itself to entitling the victim of the accident to damages,
and the stake of the victim may be blown up by allowing punitive damages. If there is no
police force or regulatory agency supervising the activities that provide the opportunity for
the potentially damaging behavior, cases will come to court only if there is a victim. And if
there is, the damage is large by assumption. This creates a strong incentive for the
defendant to corrupt the court, a lot is at stake for him and, consequently, he will be ready
to offer a large bribe. The larger the bribes offered, the more likely it is that judges will

1 This seems to be the case in Croatia but not much research has been done on this issue yet.
Presumably, the key problem is the adequate provision of quality signals. This is a problem in
much of continental Europe. An adequate treatment of these issues is beyond the scope of this
paper.

12 Quite a number of jurists are inclined to shudder at the thought of contingent fees. However, this
prejudice may need to be reconsidered. In debt-collection, arrangements which are effectively
equivalent to contingent fees are perfectly common. If a creditor sells a claim to a debt-collection
agency, he often receives only a fraction of the claim’s face-value, the debt-collection agency in
essence operates on something like a contingent fee contract. If this works well in debt-collection,
why not extend such incentive-providing devices to tort law ?
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turn out to be bribable. If instead, there is a police force or a regulatory agency authorized
to fine those who engage in the potentially dangerous activity and if the agency employs
sufficient personnel to catch most of those who do engage in it, a moderate fine may
suffice to deter people from this activity. If the fine is small, the incentive for bribing is
small as well, and consequently officials are more likely to resist the temptation to take
bribes. Notice that this superiority of regulation depends on a crucial condition. The
personnel employed by the agency must be numerous and competent enough to catch
misbehavior with a large likelihood, and they must be sufficiently well supervised and paid
to resist the temptation offered by small bribes. In the countries with rampant corruption
these conditions are often unlikely to be met, so it may be easier to make sure that courts
cannot be bribed. In principle, it is not so hard to make the judiciary largely corruption
free; judicial organization offers numerous opportunities to limit corruption. Devices for
limiting corruption in courts are trial by jury, having judges sit in panels, a well-defined
court venue and case-allocation system, publicity of trials, etc. If a country does not use
such opportunities for limiting corruptions in the face of widespread corruption, this is
presumably due to a lack of political will. However, if there is no political will to fight
corruption, regulatory agencies are likely to prove corruptible as well. Key devices for
fighting corruption in the public administration are paying officials well and back-loading
their salaries, e.g. granting liberal old-age pensions, which an official will lose if he is
dismissed because he is found venal. The staff required to run a regulatory agency is much
larger than the number of judges and court officers such as bailiffs that are required to run
a specialized court. Hence, paying the required personnel well enough to make them
unbribable is much more difficult under administrative regulation.

Thus, in summary, the theories expounded by some economists to explain insufficient
law enforcement in post-communist countries do not improve our understanding of the
real issues. It is worth noting that all of these theories largely neglect communist
legacies. The second part of the paper discusses some issues which are more relevant for
understanding the real difficulties hindering the rule of law in Croatia. On closer
inspection, most of these difficulties turn out to be related to communist legacies. Surely
the list of difficulties presented in this paper is incomplete. Law enforcement is a multi-
faceted affair and there are no panaceas.

The second part of this paper is organized around the following topics: topic one
concerns the neglect of constitutional and civil law, topic two is the instability of rules,
topic three concerns the separation of powers, topic four court congestion and its causes.
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2 Some Communist Legacies Revisited

2.1 Relevance of Constitutional and Civil Law

As has been pointed out by Croatian legal scholars such as e.g. Gavella (2001), Yugoslav
law was a member of the socialist law family, it was not a hybrid between socialist and
western law. Two of its most distinctive features were the marginalization of
constitutional law and of civil law. Yugoslav communism featured a sort of pseudo-
constitutionalism, constitutions for the most were a facade, they had a propagandistic and
legitimizing function, but they were not meant to limit government and certainly they did
not limit it in actual fact. Thus, constitutional law proper started only in post-
communism. However, it is not yet taken very seriously. Post-communist Croatia has
witnessed a flood of unconstitutional legislation and administrative rule-making. Quite
often the flaws of these rules, their unconstitutionality, could easily have been
recognized by a lawyer who was ready to think about them. Thus, most of these mistakes
could have been avoided if one had taken some care. The fact that the constitutional
court has invalidated thousands of laws and regulations does not indicate judicial
activism. The constitutional court actually has leaned towards self-restraint. Thus, the
large number of rules declared unconstitutional testifies to the disregard of constitutional
principles that has characterized rule-making. Presumably, the framers of these
unconstitutional rules did not intentionally violate constitutional principles; they just did
not think of them. Thus, the primary issue has been inertia. To make matters worse,
rulings of the constitutional court have frequently been ignored, and this is decidedly
worse than inertia.

Another feature of communist law was the marginalization of private law; under
Yugoslav communism private law was only moderately more significant than in Soviet-
type systems. Moreover, in the narrow sphere allowing for private law, its efficiency was
greatly reduced e.g. by promoting schemes for divided ownership. The best example of
this, of course, was real estate where the principle of superficies solo cedit was
abandoned and titling de-emphasized. Symptomatic for this development were the
illustrious “nekretnine u izvanknjiznom vlasnistvu” (Engl. off-register title properties).
Among the lasting results was a decay of land registers. Unfortunately, there have been
no vigorous efforts at their improvement until quite recently. Another common feature of
Yugoslav and Soviet-type law was that the judicial machinery available for enforcing
civil law claims, e.g. debt collection, was debased and rendered unable to collect major
amounts of debt within a reasonable time.
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The impact of these legacies on post-communist Croatia continues to be felt in much
administrative rule-making. The rules created by public administration and regulatory
agencies quite frequently amount to nothing less than legislation, in effect they arrogate
legislative functions and quite often cover ground which in Western Europe is the
domain of civil law, i.e. they substitute civil law by public law. Public administration
rather than parliament is the framer of this public law. An example of this sort of
administrative rule-making is the Croatian National Bank, which in the course of the
1990s essentially framed a bankruptcy law sui generis for banks. At the time, this may
well have been unavoidable because both the parliament and the courts failed to fill the
gaps of existing bankruptcy law or take proper account of the special problems raised by
defunct banks™. These gaps needed to be filled somehow, or severe damage might have
occurred. Thus, legislation by the National Bank was presumably necessary to prevent
worse things from happening, so it became a legislator by default. Note that the National
Bank thus acted according to the advice offered by Shleifer and Vishny. The most
serious danger in it is that the assumption of legislative functions by the public
administration and the substitution of private law by public law comes to be regarded as
more than an emergency measure, required in the immediate aftermath of communism
and war. It should be understood that this sort of stopgap is no longer acceptable in more
settled circumstances.

3 Instability of Legal Rules

Much of Western Europe, e.g. Germany, suffers from instability of legal rules but this
instability is largely confined to public law, administrative law, tax law and social
security in particular. In Croatia, however, civil law and criminal law have been highly
unstable as well. Instability of law is almost by definition incompatible with the rule of
law; in order to rule, law must be certain, whereas instability reduces or eliminates legal
certainty. The rule of law means that citizens structure their behavior in a way to avoid
the violation of laws. This is clearly impossible if they cannot know the law. The rule of
law is a political ideal, which in reality cannot be approximated more than imperfectly.
The real danger thus is not that the reality falls short of the ideal, but rather that the ideal
is lost out of sight or that it ceases to be regarded as a goal of legal policies.

13 Clearly, a run-of-the-mill bankruptcy procedure sometimes is unsuitable for banks, special
provisions may be required.
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The persistent legislative over-activism prevailing in Croatia suggests that stability of
legal rules is not considered desirable; all law including civil law rather tends to be
regarded either as an instrument of shaping society according to the ever-changing
priorities and goals of politicians, or as an instrument employed by politicians in order to
style themselves as doers, men of action. Creating this image of a man of action seems to
be a nearly infallible recipe for popularity in most democracies, e.g. German chancellor
Gerhard Schroder has resorted to this device as much as any Croatian politician.
Rewriting laws and spending money are the actions that the man of action may take to
prove himself. The resulting damages can be kept within tolerable limits if legislative
activism is confined to a circumscribed sphere of public law which, hopefully, is of
limited relevance for much of society. Confining the men of action to such a
circumscribed sphere may be possible if society at large has abandoned utopian
inclinations and has become sufficiently skeptical of all grand outlines and holistic
designs. Whether this prerequisite is fulfilled in Croatia is debatable; e.g. the idea that the
government should propose grand strategies to guide the economic development still
seems to enjoy quite some popularity, as illustrated by the frequent calls for a
development strategy for the country.

Thus, it may be less than surprising that even civil legislation continues to be amended
with irritating frequency. Bankruptcy law is a good example. Since the enactment of a
completely new bankruptcy code in 1996, there have been two amendments already and
both have been major. Recently, in fall 2004, the Minister of Justice announced the next
major revision. Since Croatian bankruptcy law is basically similar to German law, it is
natural to compare the Croatian speed of legislation with that in Germany as well. The
new German bankruptcy law enacted in 1994 superseded the bankruptcy law dating back
to 1877; the latter had not undergone much change during the 120 years from its
enactment. The 1994 law was drafted by a committee formed in 1978; the committee
worked on its draft for seven years, it was then revised by the ministry of justice and
discussed by government for another six years. Parliamentary discussion extended for
two years. Between the enactment of the new law and its taking effect there was an
interval of five years, during which the old law continued to be applied. This five-year
interval was thought of as necessary to give judges and lawyers a chance to get familiar
with the new law. Actually, the new law does not work too well; there have been
numerous unexpected difficulties when it was finally enforced™. This description may
suggest to the reader that Germans tend to be overly pedantic, so it may be worth noting

'* On this see e.g. Uhlenbruck (2004).
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that the grand US bankruptcy law reform of the 1970s proceeded at a slow pace as well.
This is not to argue that Croatia could and should have taken similarly long, this was not
possible because much of the legal legacy of Yugoslavia was dysfunctional and needed
to be substituted by something else. However, this problem was solved in 1996/97, when
key elements of the new civil law were enacted. The two amendments of the bankruptcy
code enacted since 1996 have definitely been too much and prepared in too much haste,
the second amendment in particular was a quick and dirty move and introduced new
defects™. Nevertheless, it presumably was the minor evil; some had wanted no less than
a total revision of the code that was avoided. Similar stories can be told about other fields
of civil law.

The law of civil procedure has suffered similarly under excessive legislative activism. A
good example is “ovrdni zakon™ (Engl. distress/execution act, enforcement statute),
which since its enactment in 1996 has already suffered two major amendments, both of
which have been described as sloppy and inconsistent’®. In Germany, the key enactment
regulating execution dates back to 1877, much of this 1877 law is still in force.

Croatian criminal law was unstable throughout the 1990s as well, since then matters have
improved.

The usual pretext for rewriting laws is that there have been some abuses. The possibility
of curbing these abuses by reinterpreting the law and through judge-made rules rarely
seems to be considered. However, case law may even be capable of resolving quite a
number of the incompatibility problems, which inevitably arise if legislation is enacted in
great haste. Unfortunately, in Croatia judge-made law still tends to be viewed as a matter
of minor relevance. This neglect of judicial precedent and case law has been reflected by
the prevailing habit that most appellate court decisions and opinions until quite recently
have remained unpublished. Contempt of case law, as well as legislative over-activity,
testifies to a persistent influence of legal positivism. The neglect of constitutional
principles may similarly be traced to legal positivism since legal positivism amounts to
denying that all law must be built on a body of more permanent principles. The persistent
influence of positivism would be easier to understand if Croatia were devoid of a
tradition of Catholicism. The concept of natural law has been highly important in

15 See Dika et al. (2003)
16 See Crnic¢ (2004).
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Catholicism, so in a Catholic country it should be expected to exert some influence and it
is sort of a paradox that its influence really has been so weak"'.

4 Separation of Powers

The judiciary is by its very nature a relatively weak power; it depends on support
provided by other powers and by society at large. If other branches of government are
essentially united and form a unitary power, the judiciary has little chance of asserting
itself. Thus, a meaningful separation of powers is crucial. It is rather obvious that in
Croatia the separation of powers continues to be underdeveloped. This is mostly due to
the new Croatian centralism, which in some respects mirrors the centralism that — even
though it had been disguised in various ways — really was a persistent tendency under
communism. In post-communist Croatia the hazards of centralism have been enhanced
further by a high degree of politicization, which has prevailed in much of the civil
service. Understandably, the state of emergency brought about by post-communism and
war was not the most suitable environment to stress the separation of powers, but this
emergency has been over for quite a number of years. The constitutional amendments of
2001 eliminated the predominance of the president and thus paved the way towards de-
concentrating power. However, as of now power is still highly concentrated in the hands
of the executive branch of government, in particular the prime minister and the cabinet.
Parliamentarianism proper remains underdeveloped and, as a result, the cabinet is in
actual fact both the executive branch and the legislator. The weakness of parliament is
most clearly revealed by the enduring popularity of abridged (“hitno” ) legislative
procedures'™. The power of the cabinet has declined somewhat since 2000, but this has
only been due to the fortuitous circumstance that all governments since then have
depended on fragile coalitions of a multitude of parties. This has been a blessing in
disguise. Still, this circumstance is no more than a mediocre substitute for an
institutionalized separation of powers. Notice the economic substance of this argument;
it applies anti-trust analysis to government. The underlying presumption is that
monopoly in government is the most dangerous sort of monopoly.

In modern democracies parties often impose discipline on their parliamentary deputies,
deputies usually vote with their party leadership. In Croatia this discipline is even further

7 It is no less of a paradox that most economists are unfamiliar with the idea of the law of nature.
This idea was central for classical economic thought, as even a casual reading of “The Wealth of
Nations™ reveals. Or see e.g. Hume (1998[1753], p. 92).

'8 For some material illustrating the weakness of parliament see Bratié (2004).
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enhanced by the autocratic structures within most if not all parties. As a result, the
traditional separation of powers between executive and legislative branches is bound to
be less meaningful than it used to be in the nineteenth century and there is a need for
supplements. The most effective supplement is decentralization, federalism. A further
group of elements that effectively enhance the separation of powers in EU-members are
European institutions, Brussels and the European courts of justice. Although many of the
critical remarks raised against Brussels are justified, it seems difficult to understand why
so many people fail to realize that Brussels has one overriding advantage: in many EU-
members the separation of powers is underdeveloped and EU-institutions make up for
this defect. Croatia’s current state as a prospective EU-member already provides it with
some of these benefits.

While centralism could be justified during the war, it may seem like a paradox that Croatia
has done so little to de-emphasize centralism since 1996. This is so because it runs counter
to Croatian traditions, Croatia differs from most Central European and East European
countries by its lack of a centralist tradition. The absence of such a tradition is a distinction
which post-communist Croatia has so far failed to derive an advantage from.

A peculiar circumstance relevant for the topic of this paper is that the Croatian judiciary
in some sense has been a victim of centralism twice. First, because centralism tends to
promote the unity of powers and legislative over-activism, a continuous reshaping of
rules according to the ever-changing priorities of politicians. If, instead, the pursuit of
certain goals by means of legislation required lengthy negotiations and difficult
compromises with sub-national authorities, the speed of rule-making by parliament and
the executive branch of government would be much reduced. And this is precisely what
is desirable for enhancing the real role of the judiciary™.

% This is not the only reason to oppose centralism. Another problem, which also concerns the
judiciary and is even more important than the arguments presented in the text, is the paradox of
power. The only stable solution to this paradox known is limited government. For an admirably
lucid presentation of the issue the reader may again be referred to Haber et al., op cit. who write
on p. 5 of their text: ,,The literature is just beginning to specify the exact configuration of the
institutions that force limited governments to respect their own laws regarding individual political
and economic rights. ...The literature suggests...that what is key is that individual political actors
cannot exceed the authority granted to them by the law. If they do so, they are subject to sanctions
that are imposed by other branches or levels of government...These sanctions are not imposed in
arbitrary or ad hoc fashion: the sanction mechanisms are themselves prescribed by the law. In the
United States, for example, the president is limited by a bicameral legislature, an independent
judiciary, state and local governments, and a professionalized civil service....”
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Second, as paradoxically as it may seem, the judiciary has suffered from centralism also
because — unlike in most other parts of government — the administration of justice was
effectively decentralized along county lines and it occurred in a way that (until the
amendment of the code of civil procedure enacted in 2003) concentrated the legislative
functions of the judiciary at the county level. This is so because in most civil litigation the
chain of appeals ended at the appellate court, appeals to the Supreme Court were so
severely limited in number that its case-load was amazingly small. In every developed
legal system, irrespective of whether it is of common law or civil law origin, appellate and
supreme courts are to some extent legislators. In post-communist Croatia this legislative
function was to an unusual extent concentrated on the appellate rather than on the Supreme
Court level. However, most counties are simply too small to allow for the development of
a sufficiently detailed case law. This arrangement has thus resulted in a lack of legal
certainty.

It may seem that this argument is inconsistent as it calls for and rejects federalism at the
same time. However, there is no contradiction. The legislative and the executive powers
are in need of a more meaningful separation of powers that can be brought about by
federalism. The judiciary, in contrast, is weak; there is no good reason to weaken it even
further by federalizing it, this is counterproductive and reduces rather than strengthens the
separation of powers.

5 Court Congestion

Most economists and similarly a large part of the Croatian society seem to think of the
judiciary as overloaded, complaints about court queues are commonplace. This appears to
be the most popular complaint about courts, it is thought of as the most serious obstacle to
the rule of law. If this were really true, we would be facing a puzzle. If the court queue is
the key problem, traders should be expected to exploit the available opportunities to avoid
the queue i.e. they should opt for arbitration, but in reality they rarely do so. This is an
observation suggesting that much of the common thinking about court queues is somewhat
superficial. Moreover, the proposition that the judiciary is overwhelmed by excessive
litigation is not really confirmed by the available statistics. This fact is obscured by the
habit to represent judicial workload in terms of “matters” (Croat. predmeti). “Predmeti” is
a broad term that includes e.g. a broad variety of actions undertaken in the course of a
distress procedure as well as making entries in public registers such as the commercial
register and the land register. Making such entries usually does not involve a dispute, this
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work does not normally necessitate the involvement of judges, it can be delegated to
auxiliary personnel provided that appropriately skilled auxiliary personnel is available in
sufficient numbers. That this is not yet the case is a major problem of the Croatian
judiciary, similar to many other post-communist countries. Data on the speed of the
judiciary often report the time needed to process the average “predmet”, this measure
suggests optimistic conclusions which are much more positive than what the public thinks
so the average time needed for processing a “predmet” is not at all long. However, it seems
that this measure of judicial efficiency is garbled by the small share of litigation in the
overall number of “predmeti” which amounts to millions per year and keeps growing®.

Rather than focusing on the compositum mixtum of “predmeti”, it seems more useful to
distinguish between different kinds of activities undertaken by courts and investigate them
separately. In subdividing court activities it seems natural to view litigation, and civil
litigation in particular, as an important subdivision since a free enterprise economy is
primarily ordered by civil law that is why it is more appropriately referred to as a civil law
society. Some data on civil litigation are available in the statistical yearbook®.
Unfortunately, these data do not cover commercial disputes. However, presumably an
upper bound on the number of commercial disputes can be found by comparing the
available figures on judges in the various jurisdictions and assuming similar case loads.
When comparing the resulting estimates on overall civil litigation, including commercial
disputes, with East Central European countries two observations are striking. Firstly, the
Croatian per capita civil case load is not too high. Secondly, a disproportionate share of
civil litigation is accounted for by disputes concerning employment contracts, their share is
much larger than in most, if not all East Central European countries. With regard to this
share Croatia is similar to Germany, which suggests that Croatian and German
employment law are suffering from similar defects?’. Disregarding employment-related
disputes, the civil case load per capita of the Croatian population stands at little more than

20 For such data see e.g. Crni¢ (2001).

21 See e.g. Statisticki ljetopis Republike Hrvatske 2002 p. 529. It is a pity that more detailed judicial
statistics have not yet been made accessible to the public, even though they do exist.

22 Both Croatian and German labor law essentially allow for discharges of workers only for ,,good
cause”. Clarifying the meaning of the expression “good cause” and proving in court that the
requirement is fulfilled often amount to a demanding or even impossible task, even if the worker
clearly misbehaved. The Croatian labor statute attempts to specify “good cause™ to some extent,
but in a way which is unlikely to solve the dilemma. Moreover, Croatian and German labor law
take a rather restrictive attitude towards temporary contracts, which in some other European
countries e.g. Denmark are quite widespread and help avoid many of the problems caused by the
““good cause” doctrine.
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half of e.g. the Slovak load. In terms of its per capita civil case load, Croatia is more
similar to Bulgaria or Russia than to Slovakia®. Thus, contrary to a widespread view
(expounded even by the Minister of Justice) Croatians are not very litigious, they tend to
avoid courts except if they have a dispute with their employer. In this perspective, it seems
difficult to argue that Croatia has arrived at a civil law society. The limited amount of civil
litigation suggests an even more limited use of contract remedies. This is symptomatic for
the underdevelopment of a civil law society, since contract is the most important
instrument supplied by the law supplies to an individual to shape his own position.

Another significant sub-group of “predmeti” is constituted by enforcement procedures
under the law of civil procedure i.e. under the enforcement statute (Croat. ovrsni zakon).
While data on civil litigation indicate that the use of judicial remedies is of rather
moderate frequency, the number of ““ovrhe” is high indeed, ““ovrhe” are a multiple of the
number of civil judgments. According to Crni¢ (2004, p. 4), there are about 300,000
“ovrhe” per year. Part of this incongruity is due to the fact that final judgments provide
only a fraction of the enforceable titles, giving rise to an ““ovrha”. According to Crnic¢,
their share is only about 20 percent. Comparing the resulting figure of 60,000 “ovrhe™
with the figures on overall civil litigation (114,900 suits in 2001%) it turns out that civil
judgments in a majority of cases are not complied with voluntarily. Since it seems
unlikely that all defendants are genuinely insolvent — and initiating an “ovrha™ would
not make much sense either — such a large number of “ovrhe suggests that judgment-
debtors as well as most other debtors often expect to get away with non-compliance.
Thus, high insecurity about the success of an *“ovrha™ even against a solvent debtor
seems to be the only way to explain their large number. Presumably, this is one of the
key problems of the Croatian legal system.

Searching for the proximate cause is not an overly difficult assignment. The 1996 reform
of civil procedure abandoned some of the debtor-friendly features of Yugoslav
enforcement law, but it represented less than a radical shift towards empowering
creditors. Well-informed critics such as Crni¢ (2004) stress the lack of procedural

2 For Slovak data see e.g. Statisticka rocenka Slovenskej republiky 2000 p. 555. Russian resp.
Bulgarian data are not readily accessible through their national statistical yearbooks, but some
data have been collected from various sources by Varese (2001) resp. Schénfelder (2005).

2 As mentioned above, this figure does not include commercial disputes. However, notice that it
refers to disputes, not to judgments. Since the number of judgments is surely smaller than the
number of disputes and since some civil litigation does not involve problems of enforcement (think
of a divorce which does not result in alimony claims), 115,000 appears like a reasonable upper
bound for the number of judgments potentially giving rise to enforcement problems.
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efficiency, characterizing much of ““ovrSni zakon, and point out that it reduces the
chances of creditors to collect®® considerably. If debt collection procedures were less
tedious and more efficient, solvent debtors usually would prefer to comply voluntarily
and quite a number of allegedly insolvent debtors would suddenly find out that they are
solvent. The Supreme Court has suggested changes towards more procedural efficiency
upon several occasions. As mentioned above, there have been two major amendments
but they did not proceed along the lines suggested by the Supreme Court. These two
amendments were somewhat ambivalent, in some respects they strengthened (judgment-
)creditors, in some others they strengthened debtors, and it is difficult to strike a balance.
Probably the overall effect on the debtor-creditor balance of powers was not much
different from zero. Since this occurred under both HDZ- and SDP-led governments, it
seems difficult to avoid the conclusion that protecting debtors’ interests rather than
creditors’ rights continues to be a more pressing concern for most politicians and
presumably for numerous voters as well. As long as this state of affairs persists, progress
will be limited. One of the unfortunate consequences of this situation is that it makes a
fool out of judges and earns them much undeserved criticisms. If a judgment is not
complied with and enforceable titles turn out to be effectively unenforceable, the public
tends to blame the courts even if they are not at fault because they are powerless.
Ultimately, this state of affairs tends to discredit the very idea of the rule of law.

6 Concluding Remarks

Some of the announcements recently made by the Minister of Justice seem to suggest
that judicial policies may be continuing on a zigzag course. Apart from announcing a
number of welcome changes, which among others would relieve judges from much
clerical work and allow them to focus their attention on litigation, her promise to amend
bankruptcy law in a way to facilitate reorganization suggests that debtors may actually be
strengthened. It also neglects the fact that for the vast majority of bankrupt companies an
effort at reorganization is simply a waste of time and resources, they should be liquidated
promptly. Among the Minister’s favorite ideas is that Croatians litigate too much and
should instead engage in out-of-court settlement, which may be facilitated e.g. by
mediation. However, mediation seems to be flunking the market test virtually anywhere

% Markovi¢ (2003, p. 404) put it like this: ,,Sudska praksa pokazuje da su ovrSni postupci, u
pravilu, predugi i da vjerovnici teSko ostvaruju svoja prava.” (Court practice shows that
enforcement procedure, in principle, takes too long, making it very difficult for (judgment-
)creditors to collect.)
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in the world. Croatians are not litigating too much. The problem rather is that the value
of litigation is greatly debased by the fact that enforcement of judgments is so unreliable.
If the latter problem were fixed, Croatians would presumably litigate more but courts
would have less work with *““ovrhe” because debts would more often be served
voluntarily. Then, courts could allocate most of their resources to litigation and this
would seem like a very reasonable priority.
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Evaluating Macroeconomic Strategies
with a Calibrated Model

Abstract

In several catching-up CEE countries we experience an expenditure boom explained by
arguments referring to intertemporal consumption optimization. We have calibrated a
model assuming externalities from foreign direct investments and a country risk
premium, dependent on the debt/GDP ratio. In the model the internal rate of return on
marginal savings turned out to be about 18 percent, higher than the level that any
estimate of the time preference might justify. Its existence is due to the fact that
externalities produced by both saving and investment are not internalized by private
agents. Fiscal policy should make the necessary adjustments to approach optimum.
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1 Introduction

After a long period of transformational recession CEE countries seem to enter a new
phase of development, that of catching-up with the rest of Europe. Having recognized
this development, many politicians and many citizens are starting to feel, partly in
response to political campaigns, that after a successful political and economic system
change time has come for a “welfare system change”. People have suffered enough from
the recession prompted by reforms, it is time to consume more now. As most countries
have no net external reserves to use — on the contrary, Hungary for example embarked
on the transformation with large debts — the source of excess consumption could be
future output. This high future output, the prospect of a rapid catching-up process is the
main argument that incites people into an exuberant demand for higher wages and
higher consumption.

The rationale behind such an intertemporal reallocation of consumption depends on the
time preference of consumers. We do not dare put a numerical value to this preference
either in the aggregate or for individuals. What we try instead is to calculate the
opportunity cost of switching future consumption for present consumption. Or putting it
another way, we try to determine the real return of aggregate savings around the current
level of net savings in Hungary. Although we had Hungary in mind when calibrating the
model, the differences among CEE countries are not so large that our qualitative
conclusions would not hold for other countries in the area as well.

The lessons to be learned from the simulations of the model are related to fiscal policy.
Our assumption is that foreign capital in Hungary — similarly to other catching-up
countries — has a positive external effect on productivity. Similarly, personal or
government savings have a positive external effect on the risk premium component of
interest rates. Therefore, the decentralized decisions of agents will not lead to an
optimum and fiscal policy has the task of correcting the market failure. This correction
has an obvious target in a higher stock of resources that produce the externalities. Our
model does not provide a recipe for the tools that should be used to correct the market, or
to what extent. Basically, the government can influence intertemporal allocation in two
ways: by using the tax structure and — in a non-Ricardian world — making savings itself.
In our model these tools are not specified. We do not model how the tax system affects
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consumption! or how government savings affect aggregate savings. In addition, we do
not consider any other effects of the fiscal policy on output. We know, for example, that
fiscal debt has distortionary effects on future working incentives that may lead to future
losses of output.? We add only one element to the evaluation of the fiscal policy. This
element is based on the fact that whatever the channel the fiscal policy uses in correcting
market failures, governments have to give account of whether they did their job well. The
social opportunity cost that a society faces as a consequence of personal and government
choices might be used as a yardstick of their performance.

In Chapter 2 we give a verbal description and justification of the main assumptions, in
Chapter 3 we present the equations, in Chapter 4 the simulation results and in Chapter 5
the conclusions.

2 Main Assumptions and Features

The model is classical, assuming market clearing. The economy is a small open economy
where capital flows are unconstrained but their speed is dampened by adjustment costs.
Tradables and non-tradables are distinguished in an implicit way. The model is classical,
the price level is not determined, variables are expressed in real terms, the real exchange
rate is the price of non-tradables in terms of tradables, normalized with the similar ratio
abroad.

The catching-up process is modeled in the following stylized way. Labor supply is
constant — more or less in accordance with actual demography. The growth rate of the
total factor productivity (TFP) is equal to the world rate in the long run. During the
catching-up period the additional growth originates partly from capital accumulation and
partly from an additional TFP growth, arising from externalities produced by the inflow
of foreign direct capital.

"Valentinyi (2000) analyzed the effect of the tax system directly on the catching-up process. His
model differs from ours as he does not assume externalities and the catching-up process consists of
an accumulation of real and human capital.

?The literature is too rich for referring to it. Blanchard (1990) summarizes the problem in a simple
model, Alesina—-Ardagna (1998), and Perotti (1999) are some of the recent empirical works on the
topic.
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The speed of the catching-up process depends on the speed of the capital accumulation
process. Capital stocks (foreign and domestic) reach their steady state anyway, but the
speed depends on the country risk premium and the real exchange rate movements. The
higher the country risk and the weaker the exchange rate, the faster the capital
accumulation.

2.1 The Externalities of Foreign Direct Capital

The external effect of FDI is various. It is difficult to separate these effects but we might
distinguish two kinds.

1) The agglomeration effect is a well-known concept of regional economics. Economic
growth is not smooth geographically, because geographic concentration brings
savings (savings in transport, communication, or other transactional or
informational costs) in production and sales.® This means that each investment
improves the profitability of the next entrant, i.e. it produces externality. This
phenomenon exists independently from the country of investment origin. Foreign
direct investment flows add to this externality only by their net value.

2) In a catching-up country FDI may incorporate a higher level of know-how. This
know-how does not remain within a firm but spreads through contacts with other
firms: suppliers will be trained or forced to a quality and discipline that comes with
a higher production culture of the entrant foreign firm. This external effect — in
contrast to the agglomeration effect — depends on the gross FDI inflow.

We do not model the agglomeration effect, the productivity effect of this process is
considered in the exogenous TFP term of the production function. We model only the
external effect of FDI as a free supplier of know-how.

It is clear that with an increase in the share of foreign capital the know-how supplier
effect of foreign capital diminishes. We reflected this feature in our model by specifying
the production function in a way that when approaching the steady state, the external
effect of FDI approaches 0.

sSee Krugman (1990) and Venables (1996).
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2.2 The Saving-Investment Link in an Open Economy

In the introductory economics textbook version of the open economy model, with the
opening up of capital markets the period-by-period budget constraint that establishes a
link between consumption and investment disappears and the two flows become more
independent. We know that capital markets are not perfect and therefore a strong
separation of the two systems is not justified.* Risks, information constraints and
adjustment costs create virtual walls across countries. Capital adjustment is not only
gradual, but it does not lead to an equalization of returns either. Country returns contain
differing country risk premiums. These premiums depend on the same factor that
influences the return in closed capital markets: the level of savings. This brings us back

to the feature of the closed capital market economy.

Saving behavior affects the return on capital through two channels: (a) in the medium
run a drop in demand weakens the real exchange rate (and decreases the real interest

rate) (b) a decrease in the debt level decreases the country risk premium

Let us examine these two factors in more detail.

2.3 Demand and the Real Exchange Rate

The idea of the concept of real effective equilibrium exchange rate® builds on Dornbusch
(1980) who says that an increase in demand makes relative costs of non-tradables higher
because tradables demand is met by imports, while output has to switch to non-tradables
in order to meet increased demand. This means that the real exchange rate will
appreciate. Because of the real interest rate parity this means a higher interest rate. This
way an increase in consumption crowds out investment like in the closed capital market

economy.

This feature is included into our model but it works only in the medium run. In the long
run, the real exchange rate is independent from demand. In the long run, relative costs in
the non-tradable sector will not increase because there are no sector-specific production
factors by assumption, allowing for factor flows to equalize relative returns across

*See Feldstein—-Horioka (1980) for the first demonstration of this "puzzle’.

2See for example Farugee (1995), Stein (1999).
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sectors at the starting rates. This adjustment process leads to the purchasing power
parity (PPP) or the Balassa-Samuelson path as the more general case.® The half-life of the

adjustment process is about 4-5 years according to the “international consensus” view.”

This way our model combines the PPP and the “sustainability” approach to the
equilibrium real exchange rate. The difference between the two approaches lies in the
assumption about the speed of adjustment of production factors. The sustainability
approach considers the convergence to PPP to be too slow to be taken into account at all.
In our approach the half-life of 4-5 years is too short to be disregarded. As a
consequence, the real exchange rate and the trade balance are related only in the

medium run, while in the long run PPP (Balassa-Samuelson equilibrium) holds.

Stein (1999) defines a concept of the long-term equilibrium real exchange rate in his
NATREX® model. In this definition, in the long run, capital stock is in a steady
equilibrium state. This definition would be useful for conclusions about the real
exchange rate only if the adjustment process of capital stocks were faster than the
adjustment process of production factors across tradable and non-tradable sectors.
Otherwise, PPP is the long-term equilibrium. Economic history shows that the processes
leading to debt accumulation are very slow, they may take decades.’ The process towards
PPP may be slow, but in any case faster than this.

We calibrated the model to take into account these differences in the speed of
adjustment. This way a fiscal shock appreciates the real exchange rate in the short run,
in the long run however — in contrast to the NATREX model — the rate is determined not
by a drop in demand because of the debt burden, but by the convergence process to the
Balassa-Samuelson path. In the long run, there is no direct interaction between net
exports and the real exchange rate. If demand depreciated the real exchange rate, this

°According to the Balassa-Samuelson hypothesis, productivity in the tradable sector increases faster
than that in the non-tradable sector and the gap between the productivity rates depends on the rate
of aggregate productivity growth. Therefore the real exchange rate of fast growing economies
strengthens.

’See Rogoff (1996) about the international consensus.

SNATREX (Natural rate of equilibrium exchange rate) and similar concepts are based on the classical
assumption of zero output gap (called internal equilibrium), and the equilibrium real exchange rate
is defined as the common slope of the production possibilities frontier and the utility function. While
these models consider the strictly convex production possibilities frontier as given even in the long
run, in our model the elasticity of substitution between sectoral outputs becomes infinite in the long
un.

°A formal model for this behavior is given in Simon-Vdrpalotai (2001).
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could happen only because the accumulated debt leads to a higher country risk interest
premium. This in turn suppresses investments and the suppressed foreign component of
investments affects TFP and the real exchange rate through the Balassa-Samuelson
effect.

2.4 The Country Risk Premium

As discussed before, the existence of country risk constrains the wedge between
consumption and investment in a country, partly taking over the role of an
instantaneous budget constraint. This allows the interest rate and capital returns to
differ from international rates permanently, preserving the feature of the closed economy
Ramsey-model, where impatient consumer behavior leads to a lower steady state capital
stock and output.'®

The country risk has to be an important issue in macroeconomic policy as individual risk
taking renders negative externalities.'! Each borrower adds to the country risk premium,
but the cost of additional risk caused to others is not internalized in his/her own

calculations. Macroeconomic policy has the task of correcting this market failure.

Before discussing the calibration of the impact of risk, let us make some remarks about
the nature of the risk premium before and after joining the currency union. Indebtedness
leverages an economy and thus magnifies the relative variance of its income. For foreign
investors who sell in the country this means a higher demand risk and accordingly a
higher revenue risk. For lenders of financial assets this means a higher default risk and
exchange rate risk.

Upon joining the currency union, the currency risk disappears but the leverage of the
economy does not change. The total risk depends on whether the flexible exchange rate
system itself added to the aggregate risk or not, and whether it was a stabilizing or a
destabilizing factor on the economy. We do not take up this issue of discussion. In the
model we take a middle road by assuming that the total risk of investments does not
change by this system change. Technically, we do not distinguish between financial and

“In our model the risk of higher consumption today is taken into account only as a country risk
premium, which means practically a default risk. The risk for the consumer should have been
specified in the consumption function, if we had used a structural formulation.

See Harberger (1986).
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direct investment risk, rather all the risks are considered simply as a source of interest
rate premium. In case of modeling the effect of the currency union, we had to give

account of the distribution of risk between financial and physical capital.

3 Model Equations

As our model describes an infinitely growing economy, we normalize growing variables
by output. This way we analyze the path towards a steady state of the rates of variables
to output. Normalized variables are given in small letters, while steady state values are
denoted by a bar above the variable.

3.1 Output

Output is determined by a Cobb-Douglas production function homogenous at first degree:
Yo=A Klfl,ftflKZ flf Llia!
where L labor supply is fixed ( L = 1), A,and K, are foreign and domestically owned

capital, A4, productivity, including the external effect of foreign capital ratio:

Kt t-1

A= AL p)e

where A, is a scaling factor of output, -, is the exogenous constant component of TFP
Kt t-1
Yi-1

growth, and € is the output generating externality, implied by the ratio of foreign
owned capital.'? For the sake of easier calculation we transformed capital stock variables

to rates:
k o —QL
(D1) Yo= A0+ ) e K kg SV L

Growth rate of output:

Y, Y,

(D2) g =——"

2We can easily check whether the production function is homogenous at first degree by multiplying
the explanatory variables by a constant.
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The change in ¥, /Y, the output level relative to the world, depends on the difference
between g, domestic and g,, (assumed constant) world growth rates :

9y v,

(D3) YY" =

3.2 Capital Accumulation and Investment

Equations for capital accumulation are standard, where #is the depreciation rate:'

1-6 .
(D4) Ky :1+ t Kieatip,

1-6 .
(D3) kd,t :rkd,t—l+ld,t

t

The dynamics of 7., and i;, investments are described in the spirit of Tobin-q theory
. . . . . - - i2
similarly to a model with quadratic adjustment costs (‘P(l, K)=i+ /5, ﬁ) .
Accordingly, investments have a positive correlation to profits over alternative returns

cumulated into the future (A, and A,,)

. Hdt 5+§

i, =——+—=Kk
(D6) T g e

. Hft 5+§

i, =——+—=K,
(D7) f,t ﬁkf 1+g fot-1

5+9 . .
=2k, ., are parts of investment that maintain an unchanged

5+6 é
where kd 1 and

capital-output ratio at a g growth rate.

“Written in level form: K= @Q-8)K, g+ 1, - Dividing by Y, :

Kf(

=@1- 5) Ki Y‘ 1 4 "o and using the a’ef nition of g, and regrouping produces the above

form ula.
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3.3 Consumption

We use a reduced form equation for describing consumption behavior. ¢‘ consumption is
a linear function of y* labor income and w, net wealth. This functional form is standard
in econometric models. Its advantage is that it is easy to estimate and it leads to a finite
and positive steady state consumption-output ratio. Calibration models are often based
on the Euler equation that assumes a representative consumer living infinitely. The
advantage of the latter is that in this case the model is built on the structural parameters
of behavior of the representative consumer (Chatterjee, Sakoulis and Turnovsky, 2003)
use this approach when simulating the effect of capital flows on growth in open
economies). We discarded this approach because recent results in theory show that the
assumption of a homogenous consumer and infinite horizon simply does not give a good
description of aggregate consumption (see Carroll, 2001). The behavior of the rich differs
from the behavior of the poor so much that taking averages is not a fruitful approach.
Although the interest rate does affect consumption even in the new models of
consumption, the impact is so small that we took the liberty of disregarding it for the
sake simplicity.
W, lab

(D8) ¢ =P 1_:;[ + ﬁy Yi

In the above equation the coefficients of 7, and 7, have been calibrated in a way that the

consumption ratio converges to its w steady state value with a half-life of 0

(P1) B =1+1" —(1+g)exp(m:7)'5j

IN0.5)| w
(P2) By, =1- {1_ EXp( H —lab
T Jly

"See Appendix A. for a detailed derivation.
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3.4 Incomes, Asset balances, Returns

B, and B,, the return on capital is determined by the Cobb-Douglas consumption

function by profit maximizing behavior. Production factors get a fixed share from

income:"®
o
(D9) 7= L+ gt)kif
ft-1
o —
(D10) Ty =L+ 91)7k -
d,t-1

The y/#* labor income is the rest of income after deducting capital income:

7. K + 7, K
(Dll) yt|ab=1_ ot ft-1 d,t d,t—l'

1+9,

r, domestic real interest rate is determined by the interest rate parity corrected for the

risk premium:
(D12) L =0(0,—G.) + o 1,

where 7 is the constant “world interest rate”, 4, the country risk premium, ¢, the real
exchange rate (price of non-tradables in terms of tradables), 2 a constant weight
parameter that converts a change in the relative price of the two sectors into a change in
the relative price of non-tradables to the aggregate of both sectors. This makes the right-

hand side consistent with the definition of the real interest rate.®

The A, country-risk premium depends on net financial assets (2/3,):'"

oY,
"*The profit maximization condition: 7T ; = W . The formula above was produced by using
' -1

the definition of g,.
°In equation (D12) we approximated relative rates of changes with differences in the rates.

"Debt as a risk factor may be defined in several ways. The traditional measurement is the ratio of
net foreign financial assets (interest-bearing debt) to income. The alternative concept adds net real
assets to the numerator. The choice depends on whether we perceive real assets to be a good hedge
against labor income risk. In the model we followed the usual approach that considers only interest
bearing debt as a risk factor.
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(D13) p, = max{0;-p,nfa, |

The definition of variables A, and A, used in equations (D6) — (D7):

©

(D14) Hf,tzkzl[(”f,k_5)_rkd]
(D15) M, = kil[(ﬂd,k -5)-r7]

When substituting from equation (D12), we see that an investment decision depends on
the foreign interest rate, risk premium, and the real exchange rate as cost factors. The

latter in a way that expected appreciation increases expected return.

Net foreign financial assets:'®

1+r%)nfa,_, — 7, k
(D16) nfa‘:( o) 1:19 (A
t

where ¢, is the trade balance, and 7, — By, &;,., /(1+g, ) the net foreign capital related

flows (FDI minus profit flows).

For the sake of simplicity we assume that local residents do not directly invest abroad. A

net wealth of the country (w,) is then:
(D17) w, = nfa, +Kg ;.

The return on net wealth is the sum of the return on net financial and net real assets:

of _ (74— 6Ky s+ 1 nfa,

r
(D18) ' kd.t—l + nfa‘t—l
Identity of the trade balance:

(D19) tr=1-C =g~y

“Written in a level form: NFA =L+ )NFA, +TR + 1, — 7 Ky Similarly as in the

equation  for  capital  accumulation,  dividing  through by Y, we arrive  at:

I K ) .
NFA‘ =(1+r, ) NFA‘ L ‘ 1 ‘ -+ —' . v Vs and using the definition of g, we get the
o 1Y, v t

formu]a above.
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3.5 The Real Exchange Rate

We assume that during the catching-up process the real exchange rate appreciates
because of the Balassa-Samuelson effect. The rate of this appreciation depends on the
growth difference to the world rate:

(D20) Ogs :qu,m_ﬂBs (gl _gw)‘

where higher ¢,;, means appreciation and /im, ,. ¢z;, = 7 . This constraint makes the
domestic relative price equal to the world rate in a steady state. The defined g path is
an equilibrium path that actual rate converges to along the path described below.

The distribution of consumer and investment demand between tradables and non-
tradables is determined by maximizing a CES function:

1
iy i YA
maX[Atr (Ctr,t + Itr,t) ‘ + Antr (Cntr,t + Intr,t) ‘ } ‘

(D21) S.t. (Ctr,t + itr,t)+ ; (Cntr,t + intr,t): G+ if,t + id,t

where ¢r and ntr subscripts denote the tradable and non-tradable sectors, 7,, A, , and

A, are parameters of the CES function. From the first order conditions:

. —fa-1
q :& Cotr,t T Mot t
(022) s |

tr,t tr,t

Let us assume that consumer and investor CES functions are the same:

Cort  Cuttliy

(D23) = .
cntr,t Cntr,t + Intr,t
(D24) itr,t Gy t itr,t
i C. . +i .

ntr,t ntr,t

The composition of the total output in terms of tradables,
(D25) Y = Yer Tt Yo

is determined by a CET (constant elasticity of transformation) production function:
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| L
[Btr Yo+ By, ;fsl] %, where B,,, B,,, are parameters changing in time and 7, is a

constant parameter. The marginal rate of transformation is equal to the real rate of

exchange:
y ~fs1
ntr,t
D26 q,=b ’ ,
(D26) t ‘[ Yo ]
where b, =% .

The condition that the non-tradable market is closed:

(D27) Yotr.t = Cotrt et

B

In the CET function the % ratio is not constant. The reallocation of production factors
from one sector into another may be interpreted as a change in the weighting
parameters. There is a “Balassa-Samuelson weighting parameter” path, which equates

the actual ¢, to the g, real exchange rate path:'

P+l

1-tr,
(D23) sts = Opgs ¢ 1 :
(i ottt
Ay Ogs.t tes t

Various shocks result in the differences in sectoral wages and profits, but the adjustment
process of factor allocation in the weights of supply change and the real exchange rate
converges to the Balassa-Samuelson path. We use a reduced formulation without
explicitly modeling the adjustment process:

(D29) b =b® — 2, (b% ~b,.,)

3.6 Calibration of the Parameters

The model has 29 variables, ¥,, V,/V}", g, ky,, ke, iges dees Gy Bayy By, Vi, 17, 4,

f 7 BS H
Ad,[ ’ Af,[ ’ Hﬂ?z » W [.,p ’ [I}v QBSJ ’ Q[ ’ Cn[f,[ ’ 111[1,: ’ Cl[,/ ’ 1[[,[ ’ .yt/,/ ’ yn[f,[ ’ b[ ’ b[ in 29

equations. There are two additional equations that determine the values of 7, and 7,.

“See Appendix B for the derivation.

56



Parameters of the model: 4, V', Vi, 2w, (o Grs Gas Fier Trar *0 2,17, €75 Fas Fas
Avw,3,3,8,0,w.

r
For the starting value of capital ratios we used the estimates of Darvas and Simon (1999)
and Pula (2003), the share of foreign capital was estimated from accumulating FDI data:
k;= 1.1, k,= 0.4 . The rest of stock values for the beginning of 2003 were taken from
the national income accounts: nfa = -0.25 and w = 0.85 comes from an identity. For the
Y, /Y relative level of income we assumed ¥ /¥ = 50%, which is the Hungarian level
relative to the average of the European Union.

The 7 world interest rate was taken to be 4%, the depreciation rate 9%. The 2 relative
weight of tradables was assumed as 0.5. The coefficient of the country risk, measured as
the rate of debt, is 7, = 0.1, meaning that a 10 percent increase in debt raises the
interest rate by 1 percentage point.?° The w steady state wealth ratio was chosen by the
assumption that nfa = 0. The 0half-life parameter is 10 years.

The production function. A, = 0.932438 was chosen so that in the first year of
simulation output equals 1. Capital share is the international usually observed ¥ = 0.3.
Total factor productivity growth rate was calibrated in a way that in a steady state
growth equals the world rate, g, = 2% , therefore = (1+ 6)‘7'1 —-1=0.01396 .

The external effect of foreign capital was calibrated in a way that actual GDP growth
should fit the values calculated from the calibrated model in the period of 1996-2003.
This criterion gave a coefficient of the external effect ( = 0.4, meaning that a 1 percent
increase in the foreign capital ratio increases TFP by 0.4 percentage point. This figure is
higher than the 0.21 estimated by Jakab and Kovécs (2002) on the Central East European
panel data. Barrell and Pain (1997) made an estimation for Great Britain. In Great Britain
the role of foreign capital as a supplier of know-how externality might be small, and
instead the estimated coefficient reflects the agglomeration effect (Krugman, 1991;
Venables, 1996) — as it is assumed by the authors as well. Thus their coefficient of 0.27
is not comparable to our figure, especially because in our model the agglomeration effect
is included in the exogenous component, while they do not specify an exogenous TFP at
all.

2Edwards (1984) arrived at a half-elasticity of 0.6-1.0 in a panel estimation. At a level of about 2%
this is roughly the corresponding figure to our linear coefficient of 0.1. Our figure is definitely more
cautious than the assumed 0.4 in Fagan, Gaspar and Pereira (2002). The relation between risk and
debt is presumably non-linear, but in our simulations we do not depart so far from the base scenario
to take this into account.
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Figure 1. Contribution to GDP growth of production factors, exogenous TFP
and externalities (1996. = 100 %) according to (D1)
production function with calibrated parameters
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Figure 1 shows how various components contributed to GDP growth.

We assumed that in the steady state Hungarian productivity is at the 80 percent level of
the European average. This is in line with the arguments of Darvas and Simon (1999).

Investment behavior is explained in line with the Tobin-q theory. In order to estimate the
speed of adjustment, very much empirical work can be found in the literature. The

estimated parameters are in a broad range. In the model T, and T, is the parameter

determined by adjustment costs. Estimates in the empirical literature on the adjustment
cost parameter range between 1.4 and 16.1.*' We chose a value between the two

extremes, assuming 7, = 7 = 10.

21Summers (1981) estimated a value of 16.1, Eberly (1997) arrived at a range of between 1.4 and 3
using micro data. Cummins, Hasset and Oliner (1997) using US company data estimated parameters
of between 5 and 10.
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In the real exchange rate block the Balassa-Samuelson appreciation effect of additional
growth, 7, = 0.5, % =1. We chose the exchange rate elasticities of demand and
supply, 7,= 2, 7, = -3 to make a 1 percentage point deterioration of the trade balance
consistent with a 2 percent appreciation of the real exchange rate. This number is in line
with the estimations of Jakab and Kovdcs (2002) for exports and imports. At the starting
date the real exchange rate is in equilibrium by assumption. This assumption is
indifferent for the policy lessons derived from the model and it has no relevance to the
actual real exchange rate either, as the real exchange rate in our model is the rate of the
hypothetical case when the output gap equals 0. In the short run, for example during a

disinflation process, this assumption is probably untenable.
In the supply function the &, parameter that determines the speed of adjustment across
sectors was chosen to be consistent with the 5 years half-life of the convergence to the

Balassa-Samuelson equilibrium, &, = 0.87055.

In Table 1 we summarized the assumptions on parameters, starting values, and the
implied steady state values.

Table 1. Parameters, starting and steady state values

Parameters Calculated coefficients

0 = 10 E/4 = 0.70981
w = 1.56923 Iw = 0.16204

v = 0.3

v = 0.1

( = 0.4

o = 0.01396

e = 10

e = 10

* = 0.09

2 = 0.5 Steady state values

et = 0.04 T = 0.05
g 0.02 g = 0.02
EA = 0.1 A = 0
Tps = 0.5 c = 0.74615
% = 1 Tr+T4 = 0.23077
EA = 2 r = 0.02308
Ts = -3 y = 0.7

8s = 0.5 B = 0.13

Id = 0.05

Starting values

Ky = 1.1 Kq = 1.56923
ke = 0.4 K = 0.78461
nfa = -0.25 nfa = 0
7444 = 0.5 VY™ = 0.77172
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4 Simulations

4.1 Catching-up Paths

Firstly, we show growth (catching-up) paths implied by the parameters of Table 1. We
calculate 4 alternative scenarios. In the case that we consider the most probable, both the
externality of foreign capital and the risk premium are important factors. In the other
variants we show what will happen if one of the two factors or both are omitted. By
showing the alternatives, we try to give a picture of the sensitivity of the results on

critical assumptions of the model.

In the first column we show the paths calculated on the assumption that foreign capital
has an external effect. The two paths differ on the assumption whether indebtedness
increased the risk premium. In the absence of a risk premium the catching-up process is

faster.

In the second column we calculated with a model where productivity growth is entirely
exogenous. This exogenous productivity growth is equal to the sum of exogenous and
externalities-driven growth, calculated in the baseline case where both externalities and
risk premium exist. Here again the existence of risk constrains the speed of catching-up.
However, as in this case the role of foreign capital is minor, the existence of the risk

premium does not make much difference.

Figure 2. Catching-up paths in four variants

80% 80
759 759
B T e

. < . -
70 poa 70 o
659 o 659 /
60 £l 609 f

A . . o :
55% 14 | ——NORISK_EXT_RELGDP 55 Val | ——NORISK_NOEXT_RELGDP
509 | -o-Risk_oxT_reLaop | 50% K. | o RISK_NOEXT_RELGDP
459 459
40%

2004 2008 2012 2016 2020 2024 2028 2032 2036 2004 2008 2012 2016 2020 2024 2028 2032 2036

60



Figure 2. continued
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Note: In the right-hand column the assumption holds that forejgn capital has an external effect, while this
assumption is dropped from the left-hand column. Black curves indicate variants where endogenous risk premium
is absent, while gray curves show variants with an endogenous risk premium.
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4.2 Effects of Consumption Shocks

None of the four paths can be interpreted as an optimum, in the sense that it maximizes
the value of consumer utility functions. We discarded this approach when bringing the
consumption function from outside into the model. We could have chosen to calculate
the intertemporal optimum with a representative consumer or a social preference
function in mind, then calculate a “suboptimum” as the solution of the decentralized
task with the distortions created by externalities and calculate the optimal tax system
that leads to the social optimum. Although we do not deny that the theoretical rigor of
such an approach is a merit, we believe that the parameters of a social preference
function are rather uncertain so it is better to keep the model used for drawing policy
lessons simple because its results are easier to interpret. Therefore, we simply made a
present value calculation that answers the question of what the intertemporal rate of
substitution at the baseline path between consumption is today and tomorrow.

The consumption shocks need not be interpreted as fiscal consumption shocks. However,
if we want to draw policy conclusions, it is natural to consider them as consumption
shocks forced out by the fiscal policy. It is reasonable to assume this possibility because
Ricardian equivalence exists only in the infinite horizon representative consumer case.

We calculated the effect of two kinds of shocks:

1) In a transitory consumption shock the consumption ratio increases by 1 percentage

point in the first period (year) but the steady state wealth ratio does not change.

2) In a permanent consumption shock the consumption ratio increases by 1 percentage
point in the first period (year) and the steady state wealth ratio decreases by the
same 1 percentage point.

The consumption shock exerts its influence through the following channels. A transitory
shock increases demand that appreciates the currency and — because of the interest rate
parity — it raises the interest rate. At the same time, interest rates are affected by the
resulting increase in the risk premium. A higher interest rate decreases expected net
profits and investments including FDI will be lower, reducing productivity growth. Later
consumption adjusts to meet the targeted wealth ratio and investments rebound to put
the economy onto the original steady state level. In case of a permanent shock the
targeted wealth ratio is lower, which means a permanently higher risk premium and
lower output and productivity level in the steady state.
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A summary indicator of the shock impact is the internal interest rate. When used as a
discount factor, the present value of future foregone consumption equals the gain in
present consumption, or putting it another way, the sum of differences to the baseline in
consumption flows equals 0. As Table 2 shows, if we do not believe in externalities and
risk premiums, we arrive at a 4.2%-5.0% interest rate. This is significantly higher than
the world real interest rate adjusted with the Balassa-Samuelson effect,* but not so high
that it could not easily be explained by a high time preference. However, if we assume
the existence of a risk premium, the implicit interest rate increases to more than 7.4
percent, and the inclusion of externalities brings the interest rate to the level of 17.2-18.1
percent. This is a shockingly high rate, higher than anything observed on the markets

normally.

Table 2. Implicit interest cost (return of aggregate saving)
at the present level of indebtedness

With foreign capital externalities Without foreign capital externalities
With risk premium | Without risk premium = With risk premium A Without risk premium
Transitory shock 17.2% 6.3% 10.0% 5.0%
Permanent shock 18.1% 5.1% 7.4% 4.2%

We tested the robustness of the results in a sensitivity analysis. We changed the
parameter values by 50 percent one by one and calculated the results again. The
differences from the baseline are shown in Table 3.

As we see for most of the parameters, even a 50 percent change does not result in a
change in the internal interest rate higher than 1 percent. In the variants without country
risk premium the sensitivity is even lower. The parameters that have the strongest
impact on the interest rate are the parameters influencing capital accumulation and
productivity directly, such as (; the external effect of foreign capital, 7, and 7, , the
adjustment costs of investment, and 7, , the risk premium coefficient. Even these
parameters cause changes in the range of 2 percent only and the highest value is 3.2

percent.

Summing up the results from the sensitivity analysis, we can say that the figures in
Table 2 are robust, the conclusions do not change qualitatively even if some parameters

change considerably.

?2In the presence of the Balassa-Samuelson eftect real interest rate parity holds only in terms of the
tradable sector, while the basket will appreciate.
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5 Summary and Assessment

Fiscal discipline has a large role in the real convergence process of Central and East
European Countries. Fiscal policy aimed at cutting indebtedness by restraining
consumption creates higher macroeconomic stability and an incentive for investors. This
attracts foreign investment in a period when this increases productivity through external
effects. Estimates of the model show that additional saving may bring an 18 percent

return for consumers.

This rate is higher than any reasonable market rate but this is not surprising when the
external effects incorporated into the model are considered. The question is whether this
rate is consistent with the preferences of society? Is it reasonable for the government not
to decide to increase savings if additional saving brings an 18 percent real yield?

We know that the social utility function is not the sum of individual utility functions.
Part of the population has a very high time preference,?® resulting in a behavior that
considers savings a buffer stock against short-term income losses at best. Some of these
“liquidity constrained” consumers are willing to take loans at a real rate even higher
than 18 percent. These consumers might be satisfied with a policy strategy that
reallocates future consumption into the present at an opportunity cost of 18 percent.
However, whether such a policy should be seen as serving social welfare is questionable.
Namely, there are many who would consider a borrowing at an 18 percent interest
unreasonable. However, as this interest rate is not internalized for them, they have no

direct free choice of making such a return by saving.

In this paper we did not discuss how the government could internalize this return. We set
it as our task only to calculate the magnitude of a return that would allow policy makers
to make choices on the basis of correct information.

ZThe idea of a high rate of time preference had come up as early as in Friedman (1957), and Carroll
(1992) was one of those who contributed most to the rigorous analysis of the consequences. Most
empirical econometric models use the related concept of Mankiw, who perceives the majority of
consumers to be liquidity constrained, consuming as much as they earn. (The fiscal implications of
this behavior are discussed in Mankiw (2000).)
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Appendix A: Derivation of the Parameters
in the Consumption Function

In the ¢, = 3, w,, /(1+g) + Fy/* consumption function 7, and 3, have been determined
by the constraint that consumption should converge to a w steady state wealth ratio

with Ohalf—life. Let us first write the equation for w, wealth accumulation, using

H (1+r" ) nfa, k - .
kdt l+g Ky a1yt and nfa, —%Hrﬁlm equations.?* Thus:
(@+r*)nfa,_, -7, k 1-68
-1 f ft-1 - .
nfa, +k, . = ! ! LUt ik,
t d,t 1 t f.t d,t-1 d,t
+ 0, +0,

. . e R k k
and by using definitions tr, =1—¢, —i,  —ijand y* =1-TLreden
t

equations (D11) and (D19) -, after rearranging:

1+ 1" )nfa_, +(1+7z, -5k
nfa1+kd,t:( t ) at—ll( T4, —0) d,l—1+|:ytlab_ct:|y
+0
and by substituting 7/ and the definition of the wealth ratio (w, = nfa, + k,,) we get
1+, ”f "
W, = . i [yl b ]
+ gt

The consumption block in a narrow sense is a difference equation system for ¢,and w, :

lab
Ct 1 ﬁ y

W, = ]:-l+ r [ylab ]

After substituting ¢, into the second equation and rearranging:

Li" =B,

_ lab
(F1) R L+-B, )y,

Disregarding from the interaction among y/* , g, , rf* gg}d w, around steady state the
half-life of the differential equation is determined by B Au 1f we want to calibrate

1+g -
the model to a given ¢half life, then by determining 7, from % = exp('”%) we

#*See equations (D6) and (D16).
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get the (P1) formulation. From a given w we can express 7, from equation (F1), because

w= exp(%)viv + (1— ﬂy)ylah, and by rearranging we get the form (P2) that determines 7, .

Appendix B: Derivation of the Equations
in the Real Exchange Rate Block

We give here the derivation of equation (D28) that determines the 5, changing variable.
Let us write g5, everywhere instead of ¢, and replace c,,, + ,,,in equation (D22) by the
accounting identity (D27), and substitute the budget constraint of consumption and
investment (D21) for ¢, + 7,,:

—Ba-1
(D30) Oet = At {y] :

A(r Ct +it _qu,tyntr,t

Rearranging for y,,,and using ¢, + 7, = 1 — #z;:
1-tr,

- .
A Vat
A qu,t) "+ Ogs ¢

(D31) Yot = (

In equation (D26) by using equation (D25) we write 1 — @, Vuy,, instead of y,, and

plugging in for y,,,:
1,tr( ’ﬂs’l

1
q _ b (%qu,t)erqBS,l
BS,t

t 1-tr,
1- q I S
BS,t 1
(Anp'[rr OBs, t )ﬁ‘ﬁl +0gs t

(D32)

Expressing b, and rearranging we get the formula (D28).
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The Stability and Growth
Pact from the Perspective of the
New Member States

Abstract

The purpose of this paper is to examine the fiscal characteristics of the new members in
the light of the requirements of the SGP and the criticisms levelled against the Pact and
to see in what ways their initial conditions differ from those faced by the current euro
zone countries in the run-up to EMU. Overall, because of the lower debt levels and
greater yield convergence already achieved, the new members will be able to rely less on
gains from yield convergence than the current eurozone members were able to do in the
run-up to EMU. EU accession will also have a negative net impact on the budgets of the
new members in the early years of membership. We also look at the cyclical sensitivities
of the budgets and find that in the new members the smoothing capacity of the automatic
stabilizers might be weaker than in the current euro zone members. Beyond these general
characteristics, we also emphasize that there are large differences in the starting fiscal
positions of the new members. Some of the policy implications of our findings are
discussed.
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1 Introduction

The ten new Members States (NMS)" of the EU have to comply with the budgetary
objectives stipulated in the Maastricht Treaty (MT) and the Stability and Growth Pact
(SGP), and are subject to the EU budgetary surveillance framework including, where
relevant, the activation of the Excessive Deficit Procedure (EDP). However, as long as
they have not adopted the euro, the NMS will not be subject to the so called enhanced
budgetary surveillance under the EDP, nor to the sanctions foreseen for the members of
the Economic and Monetary Union (EMU)2 The NMS have the obligation to enter the
EMU and therefore to meet the Maastricht criteria of public finance, inflation, interest
rate and exchange rate, but they have the freedom of choosing the timing of the adoption
of the euro.

The purpose of this paper is to examine the fiscal characteristics of the new members in
the light of the requirements of the SGP and the criticisms levelled against the Pact and
to see in what ways the initial conditions of the NMS differ from those faced by the
current euro zone countries in the run-up to EMU. The paper is organized as follows.
Section Il briefly summarizes the main features and criticisms of the SGP, as well as the
principal proposals for improvement of the Pact found in the literature. Section IlI
examines the fiscal characteristics of the NMS from the perspective of meeting the
Maastricht criteria on the road to EMU and from the broader perspective of the SGP
framework. This section ends with a summary of our findings. Section IV discusses
some of the policy implications of our findings.

2 The Stability and Growth Pact

2.1 Features

The SGP and its rules are well known and well documented and we briefly recall only its
main features and the rationale behind them?®. A unique feature of EMU is that monetary
policy is centralized in the hands of the European Central Bank (ECB) while fiscal
policy remains decentralized in the hands of the governments of the individual member

! Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovenia, Slovakia.
2 For a description of the EDP, see Gros et al. (2004) and Cabral (2001).

3 A good description of the SGP and how it works can be found in Gros et al. (2004), Fatas et al.
(2003), HM Treasury (2004), European Commission (2000, 2002, 2003) and ECB (1999).
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states. It was therefore recognized that to support the ECB’s responsibility to maintain
price stability and to prevent free-riding, fiscal policy had to be subject to rules in order
to ensure discipline of public finances. These rules consist of two pillars. First, to
become a member of EMU, a country’s general government deficit/GDP ratio cannot
exceed 3 percent and its general government debt/GDP ratio cannot exceed 60 percent;
in case the latter ratio is exceeded, the country has to demonstrate that its debt is being
reduced and approaching the reference value at a satisfactory pace. Second, Member
States have to respect the medium-term budgetary objective of ’close to balance or in
surplus’ in order to allow for normal cyclical fluctuations, while keeping the deficit
within the reference value of 3 percent of GDP. The 3 percent reference value for the
deficit can be breached only under exceptional circumstances, when the excess results
from an unusual event outside the control of the Member State and which has a major
budgetary impact, or when it results from a severe economic downturn, defined as an
annual fall of real GDP of at least 2 percent. A smaller, at least 0.75 percent decline in
GDP, can be considered as exceptional taking into account the abruptness of the
downturn and the accumulated loss of output relative to past trends.

It is a legitimate question to ask how the reference values of 60 percent of GDP for the
government debt and 3 percent of GDP for the fiscal deficit were chosen. It has been
suggested (Thygesen, 2002) that 60 percent was the average debt ratio of the EU
members around 1990 (the MT was signed in 1992) and if countries kept their deficit at
the 3 percent limit, their debt would converge to 60 percent, assuming that nominal GDP
is rising at a trend rate of approximately 5 percent per year: 3 percent real growth
(assumed to be the potential output growth in the EU) plus 2 percent inflation (in line
with the ECB’s inflation target of 2 percent or less). While these reasonings have not
been made officially public as far as we know, it is widely assumed that they lay behind
the selection of the reference values.

2.2 Criticisms of the SGP

The main criticisms levelled against the SGP can be grouped under the following
headings on the basis of what the Pact is seen as lacking: strong enough analytical
foundations, symmetry, flexibility, incentives for good quality fiscal consolidation, and
enforceability*. We discuss these in turn below.

* There is a good review of the criticisms of the SGP in Buti et al. (2003a).
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a) Lack of Clear Analytical Foundation

A frequently mentioned criticism which seems to have dented the most the credibility of
the SGP in the eyes of academics is that its main provisions lack a clear analytical
foundation. The rationale behind the ’close to balance or in surplus’ rule is debt
sustainability, which means that the government cannot run a Ponzi scheme where debt
grows forever, but it has to satisfy its intertemporal budget constraint, that is to say, the
present discounted value of its expenditures must equal the present discounted value of
its revenues. However, as pointed out by Perotti et al. (1997), debt sustainability thus
defined is of little practical use, since the intertemporal budget constraint has an infinite
time horizon that does not sufficiently constrain government policies: anything can be
assumed about the future. The intertemporal budget constraint depends on GDP growth,
inflation and real interest rates, but the SGP does not take into account the differences in
these areas across countries. Typically, catching-up economies such as the NMS have
higher potential growth and higher inflation due to the Balassa-Samuelson (BS) effect,
which is an equilibrium phenomenon®. Thus, catching-up economies could, ceteris
paribus, run higher deficits than more developed countries without jeopardizing the long-
term sustainability of public finances.

Furthermore, the SGP does not address the critical issue of what is the optimal level of
debt and treats low and high debt countries identically. Implicitly, the "close to balance
or in surplus’ rule over the cycle means that eventually the debt will be run down to zero.
Zero debt may not be an optimal solution since it ignores the benefits of the
intergenerational distribution of taxes to finance, for example, infrastructural investments
and reforms in the pension and health care systems that will benefit future generations®.
The optimal level of debt depends, inter alia, on whether the interest payments on the
debt crowd out worthwhile investments and whether the disincentive effects of higher
distortionary taxes to cover the interest payments are important or not (Aiyagari and
McGrattan, 1998). From that perspective, low debt countries have more room for

5 Kovécs (2004) reports estimates in the literature of the BS effect that vary from less than one
percent to up to 6.9 percent per year, and von Hagen and Zhou (2004) report estimates varying
between about 2 and 4 percent.

© Buiter and Grafe (2002) make the intriguing point that the ’close to balance or in surplus’ rule
could possibly mean that the EU governments will become net creditors. This would lead to the
ironic result of the (partial) socialization of the means of production in the long-run, as
governments will have to invest their cash surpluses in bonds and stocks of the private sector. Here
we note that running a surplus in normal times was originally intended for countries with high debt
ratios (above 60%) and therefore the government becoming a net creditor in the long-run is more a
theoretical possibility than a real threat.
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maneuver than high debt countries. The uniform deficit rule does not take into account
the higher need for infrastructural investments in countries where the initial stock of
public capital is insufficient, as in the catching-up NMS. Furthermore, the uniform
reference value of the debt does not explicitly take into consideration the contingent
liabilities due to population ageing and the state of pension reform that can vary from
one country to another.

A further criticism from an analytical standpoint is that the SGP disregards the aggregate
fiscal stance of the EMU. In a monetary union, what matters from the point of view of
macroeconomic stability is the fiscal stance of the union as a whole and not the fiscal
stance of individual countries. The fiscal policies of large countries have a greater impact
on the fiscal stance of the union than the fiscal policies of smaller countries.

b) Lack of Symmetry

Two issues are relevant under this heading. First, for countries which have not yet
reached the ’close to balance or in surplus’ position, the requirement that they reduce
continuously the deficit may entail procyclical policies in an economic downturn. This
problem has been mitigated by the European Council decision of March 2003, specifying
that the above requirement will be judged on the basis of the cyclically adjusted budget
position. However, countries which have not yet reached the 3 percent deficit level and
are therefore outside of the euro zone have to satisfy the Maastricht reference value in
nominal and not cyclically adjusted terms in order to be able to join EMU. In the run-up
to EMU, these countries may therefore confront a situation in which they have to follow
a procyclical policy. Second, while the SGP sets a limit on the maximum deficit and
foresees penalties for breaking it, the Pact does not specify surpluses and does not
otherwise provide enough incentives for reducing the deficit and/or accumulating
surpluses during boom periods. The failure of sufficiently reducing the deficits in the
upswing of 1998-2000 is seen as the major reason for the breaking of the deficit criterion
by several Member States in 2002 and 2003’

¢) Lack of Flexibility

The loss of independent monetary policy within the EMU calls for the preservation of
fiscal flexibility to cope with asymmetric shocks or the asymmetric effects of common
shocks. This means that countries should have enough room to let the autonomic

7 See Fatas et al. (2003).
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stabilizers operate fully or, if necessary, to use discretionary policy to respond to shocks.
The question then is whether the 3 percent deficit reference value provides the needed
flexibility. The answer to this question depends on the starting level of the deficit and the
output smoothing capacity of the automatic stabilizers. Some studies have found
(Eichengreen and Wyplosz, 1998 and Kiander and Virén, 2000) that the deficit limit
might not provide enough flexibility for some of the EU-15 countries.

d) Quality of Fiscal Consolidation

The quality of fiscal consolidation matters because taxes and expenditures affect output
differently due to their different impact on income distribution and incentives. Empirical
research has demonstrated that consolidation relying on current expenditure cuts rather
than tax increases are likely to last longer and are thus more successful (Alesina and
Perotti, 1995 and 1997; Perotti et al. 1997; Buti and Sapir, 1998; von Hagen et al. 2001).
The SGP, by defining the fiscal target in terms of deficit numbers, neglects the quality of
fiscal adjustment. Von Hagen et al. (2001) provide empirical evidence that high debt to
GDP ratio and weak domestic and international economy induce governments to
undertake expenditure-based rather than revenue-based consolidation strategies. This
proves that governments will undertake quality adjustment under economic constraints,
but the SGP does not explicitly provide incentives for undertaking quality consolidation.

e) Enforceability

The major criticism in this area is that the fines and penalties foreseen within the SGP
framework are difficult to enforce, because the decision to subject a country to the
penalties lies in the hands of the Economic and Financial Affairs Council (ECOFIN)
which is composed of politicians who are more understanding of and therefore more
indulgent toward the problems faced by their peers. The decision of November 25, 2003
to hold the EDP for France and Germany in “abeyance for the time being” is an
unmistakable sign of such indulgence. The frequent recourse to one-off measures and
creative accounting has also undermined the seriousness of the enforcement procedures.
Most importantly, the long time lags involved in the enforcement procedure mean that
the penalties, even if enforced, will come too late to trigger timely responses. Prior to
EMU, there was an incentive to adjust in order to join the currency union, but inside
EMU that carrot disappears and the stick remains of dubious efficiency.
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2.3 Proposals for Improvement Found in the Literature

There have been many proposals for improvement of the SGP and even its usefulness
has been questioned (De Grauwe, 2002)%. Nonetheless, there is broad consensus among
academics and opinion makers that as long as fiscal policy remains decentralized, there
is a need for fiscal rules in the EMU. Buti et al. (2003a) review the EU fiscal rules
against the criteria of Kopits-Symansky and Inman® and conclude that overall these rules
perform quite well with respect to these compliance criteria, except with regard to
enforcement. Generally, the proposals for improvement try to address one or several of
the criticisms discussed above, although none of the proposals represent a Pareto
improvement, in that none of them solve all problems outlined above and may even
aggravate some of them (Buti et al., 2003a). Buiter and Grafe (2002) propose the
’permanent balance rule’ that takes into account different initial positions (debt level,
stock of public sector capital, stage of pension reform) and different future development
paths (GDP growth, inflation). The rule requires that the inflation-and-real-growth-
adjusted permanent government budget is in balance or in surplus. This rule is attractive
theoretically, but it requires estimating future growth and inflation which could become a
contentious issue and hence would be difficult to enforce. Another analytically attractive
proposed rule is the one that would consider the fiscal stance of the euro area as a whole
and would allocate “deficit shares” to individual countries. These shares could be
assigned by a decision of ECOFIN (the French proposal)™, or by the markets through a
system of tradable budget deficit permits (Casella, 2001). The main arguments against
such a scheme is that the risks of triggering a financial crisis are not uniform across
governments (Buti et al. 2003a) and that the allocation of deficit shares, whether by
bureaucratic/political decision or by the markets, requires a degree of political
coordination and cooperation that seems to be lacking for the time being.

Other proposals aim at applying the “golden rule”, whereby investment expenditure is
excluded from the deficit calculation. Blanchard and Giavazzi (2004) propose to exclude
net investment (gross investment less depreciation) from the deficit on the grounds that
depreciation of public capital is equivalent to current expenditure. The rationale for the
golden rule is that borrowing should be allowed to finance investments since their return

& There is a review of the various proposals in Buti et al. (2003a) and also in HM Treasury (2004).
° Kopits and Symansky (1998) and Inman (1996). See also Kopits (2001).

1% Proposal put forward by the Minister for Finance of France at the informal Ecofin Council in
Dresden in April 1999 (Buti et al., 2003a).

79



will occur in the future and hence their cost should be distributed over time. Excluding
investment from the deficit would remove the financial constraint on public investment
under the SGP and could also help avoid procyclical tightening of fiscal policy in a
downturn. Although intuitively appealing, the arguments advanced against the golden
rule'! are that it is difficult to determine what constitutes investment, it could lead to a
bias in favor of physical assets, it would provide new incentives for creative accounting,
and that it could undermine the efforts to consolidate the public finances.

A final set of proposals which we would like to mention deals with institutional reforms.
Wyplosz (2002) proposes to establish in each country Fiscal Policy Committees
entrusted with the responsibility to set annual deficit targets consistent with long-run
debt sustainability. Fatas et al. (2003) argue for the creation of a Sustainability Council at
the level of the euro area, with the task of monitoring the sustainability of Member
States’ public finances'. The idea behind these proposals is to find in the fiscal area a
counterpart to national central banks or the ECB that could bring governments to better
adhere to fiscal discipline. The idea is appealing but a lot depends on the political will of
elected governments to respect more strictly the recommendations of the proposed
national Fiscal Policy Committees or the euro area Council than they currently respect
the recommendations of the Commission.

This objection could be raised against the proposal by Eichengreen (2004), although it
clearly has the advantage of addressing the problem with the SGP at its roots. According
to this proposal, only those member states would be subjected to numerical fiscal rules
has weaknesses in its budgetary and labor market institutions or pension systems,
carrying the risk of chronic fiscal deficits. However, in order to evaluate the progress
made in structural reforms, the setting up of an independent, yet legitimate body would
become necessary, which is hardly imaginable in the present framework of cooperation
between member states. Furthermore, an excessive deficit procedure was initiated in
2002-2003 against the same countries that the author categorized as having weak
institutions, so the proposal would in fact not bring considerable practical changes to the
SGP.

'1 See, for instance, European Commission (2003) and Buti et al. (2003a).

12 Others, for instance Gros et al. (2004), have also made similar proposals.
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3 Fiscal Characteristics of the New Member States

The fiscal characteristics of the NMS have to be assessed from two perspectives: (1)
from the narrower perspective of meeting the numerical deficit and debt Maastricht
criteria on the road to euro adoption; and (2) from the broader perspective of the SGP
framework in the light of the criticisms of the Pact and the proposed improvements
discussed above. Although the issues are linked, it is useful from a policy point of view
to approach the assessment separately from the above two perspectives. Such an
assessment has to consider the initial conditions faced by the NMS, as well as the
challenges lying ahead. We undertake this exercise by comparing the situation of the
NMS with the experiences of the current euro zone members.

3.1 The Road to EMU

On their way toward adopting the euro, the NMS face the task of reducing their fiscal
deficits to the Maastricht criteria of 3 percent of GDP. Several NMS have announced that
they want to enter the EMU by 2008 or earlier, while others plan to join later. On the
whole, a distance of five years from EMU entry appears to be a good benchmark to
which to compare the starting positions of the current euro zone members with the
starting positions of the NMS. Figure 1 shows the deviation from the 3 percent deficit in
2003 for the NMS and five years prior to entry into the EMU for the current members
(1996 for Greece and 1994 for the others). With the exception of Malta, the deviations
for the NMS are about the same or less than were the deviations for the majority of the
current EMU members. The starting deficit conditions of the NMS are thus not worse
than the conditions faced by the current members five years prior to joining the EMU. In
fact, for the three Baltic states and Slovenia the conditions are significantly more
favorable.

As regards government debt, it is generally lower in the NMS than it is in the euro zone
countries currently or five years prior to EMU entry (Figure 2). The exceptions are
Cyprus, Malta and Hungary. There are several reasons behind the low debt levels in the
NMS from Central and Eastern Europe. First, the Baltic States did not inherit any of the
liabilities of the former Soviet Union while Poland obtained partial debt forgiveness.
Second, some countries (e.g. Hungary) used privatization receipts to reduce the
government debt. Third, a part of the social safety net expenditures were borne by state
enterprises, most notably in the form of within-the-gate unemployment. When these
enterprises were privatized, the new owner often took over their debts, which was then
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reflected in a lower purchase price. There were also developments in the opposite
direction, most notably when the government assumed the debts of state-owned banks
and enterprises in order to consolidate them prior to privatization®.

Figure 1. Deviations from the Maastricht deficit criterion
of 3 percent of GDP prior to EMU entry*
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" For the euro zone members, five years prior to EMU entry: 1996 for Greece and 1994 for the other members. For
the new Member States, the data refer to 2003. General government net borrowing as a ratio of GDP on the basis of
ESA95. The figure for the Czech Republic does not include debt assumptions.

Source: EUROSTAT and Ministry of Finance of the Czech Republic.

13 P, Kiss and Szapéary (2000) review the impact of debt assumptions on Hungary’s public finances.
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Figure 2. Debt ratios prior to EMU entry and in 2003*
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Source: EUROSTAT.

The lower level of debt has implications for the way in which the fiscal consolidation
needed to reach the 3 percent Maastricht deficit criteria can be achieved. Together with
the greater convergence of bond yields already obtained by the NMS (Figure 3), the new
member countries will be able to rely less on the gains from interest rate convergence to
reduce the deficit than were the current euro zone countries (Figure 4). During the last
five years prior to EMU entry, such gains represented between 2.4 to 5 percent of GDP
in half of the current euro zone members, while among the NMS only Hungary and
Poland can expect to have gains over 1 percent of GDP™. The greater convergence of
bond vyields in the NMS is a result of the progress with disinflation and the markets’
expectations that these countries will join the EMU in the not too distant future, which
have contributed to a reduction of the risk premia. Another factor reducing the potential
gains from vyield convergence is that in some of the NMS a large portion of the
government debt is in foreign currency where the scope for interest rate convergence is

limited.

' In estimating the gains for the NMS, we assumed that the debt/GDP ratios remain constant. The
interest rates used were effective yields calculated as interest payments divided by the debt ratio of

the previous year.
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Figure 3. Bond yield convergence in the run-up to EMU
and scope for convergence in the new member states*
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" For EMU countries, convergence criterion bond yields: the difference in yields between March 1995 and March 2000
for Greece and between March 1993 and March 1998 for the other EMU countries. For new Member States, the
difference between domestic convergence criterfon bond yields and the convergence criterion euro bond yield in
January 2004.

Source: EUROSTAT.

Figure 5 shows the required changes in the primary balance to reach the 3 percent
Maastricht deficit limit. A negative value shows the required improvement and a positive
value the “permissible” deterioration. For the high-debt NMS (Cyprus, Hungary, Malta)
and the Czech Republic, the required improvements are significantly higher than were
necessary for most of the euro zone members, owing to the smaller gains from yield
convergence in the former group. Only high-debt Italy and France, where the yield
convergence five years prior to EMU was already nearly complete, needed primary
balance improvements similar to those of the above mentioned new members. In these
latter countries, therefore, most of the adjustment to reach the 3 percent limit will have to
be made in the primary balance.
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Figure 4. Gains in interest payments due to bond yield convergence
in the run-up to EMU*
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" For the euro zone countries, interest rate convergence gains during 1995-2000 for Greece and during 1993-1998 for
the other euro zone members. The calculations were made on the basis of the end of period debt/GDP ratios. For all
countries we assumed constant debt/GDP ratios. The interest rates used were effective yields calculated as interest
payments divided by the debt ratio of the previous year in every case. The gains thus calculated do not necessarily
correspond to the actual improvements in the interest payment balances in the case of current eurozone members
aue to changes in the debt/GDP ratios during the period considered.

Sources: Authors’ calculations using data from EUROSTAT.

This brings us to examine the size and composition of government spending in the NMS.
The adequate size of government spending is difficult to determine since it depends on a
country’s social preferences. One benchmark that can be used to judge the relative size
of government is per capita income: when incomes rise, the demand for certain publicly
provided services, such as education, R&D, infrastructure services tend to increase so
that low income countries might need extra room to accommodate these higher
expenditures as per capita incomes rise.
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Figure 5. Required improvements in the primary balances to reach
the Maastricht deficit criterion of 3 percent taking account
of gains from bond yield convergence*
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" See footnote for Figure 4. A negative value shows the required improvement and a positive value the ‘permissible”
deterioration in the primary balance in order to meet the 3 percent deficit limit.
Sources: Authors’ calculations using EUROSTAT data for debt ratios and Magyar Nemzeti Bank for euro bond yields.

Figure 6 plots the level of government expenditure as a ratio of GDP against per capita
income on a purchasing power parity basis. What the Figure illustrates is that in the
Visegrad countries (the Czech Republic, Hungary, Poland and Slovakia) the spending
levels are about the same as in those EU members where the levels of expenditure are the
highest, even though the per capita income is much smaller in the Visegrad countries.
Thus, using per capita income as a benchmark, the governments in these new member
countries appear to be oversized. Von Hagen (2004) comes to the same conclusion using
regression analysis where, in addition to per capita income, he also takes into
consideration the openness of the economy on the grounds that more open economies are
more exposed to external shocks and therefore need larger government sector as a buffer.
It is necessary to point out though that both per capita income and openness are
imperfect benchmarks to judge the adequacy of the size of the public sector, because
they ignore the important question of which sector, public or private, can provide most

efficiently the services.
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Figure 6. Per capita income and government spending
in the EU and the CEEs, 1998-2003 averages™
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The above findings about the level of expenditure in the NMS have to be looked at in
conjunction with the special needs for additional spending in these countries. It is
common wisdom that transition economies need to strengthen their infrastructure. Since
the early 1990s, average government investment has been consistently higher in the
Central and Eastern European transition countries than in the EU (Figure 7). This is
normal, since the social marginal productivity of infrastructural investment will tend to
be higher in less developed countries. For the period ahead, the transition countries will
need to maintain a relatively high level of public investment expenditure given their
relatively low stock of public capital.
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Figure 7. Average government investment ratios
in the EU-15 and the CEEs*, 1993-2003

45
B EU-15
204 O CEE-7

3.54

3.0

2.5

% of GDP

2.04

154

1.04

0.54

0.0 - T T T T T T T T T T —
1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003

* Slovenia is not included. Figures are unweighted averages. Data for 2003 are preliminary.
Sources: AMECO database and Magyar Nemzeti Bank.

Furthermore, EU accession will involve additional government expenditure and some
revenue loss for the new members, which will be offset only partly by transfers from the
EU. The net effect will be negative in the initial years of membership due to the
combination of the following main factors: (1) the new members have to pay
immediately after accession their contribution to the EU common budget; (2) a part of
the EU transfers to finance projects are channeled directly to private sector recipients
with no positive direct effect on the budget; (3) those transfers that are channeled to the
budget for project implementation have to be pre-financed by the government; (4) the
EU transfers cannot be used to finance projects which, in the absence of the transfers,
would have been financed from the budget (the principle of additionality); (5) there is a
domestic co-financing requirement of EU-financed projects; (6) there will be increased
administrative burden associated with the implementation of EU financed projects; and
(7) the removal of custom duties on imports from EU members and the sharing of
customs receipts on imports from third countries involve a loss of revenue. These
negative effects will be partly compensated by the phasing out of domestic agricultural
subsidies which will be replaced by EU subsidies.
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Several authors have estimated the net direct budgetary effects of accession (see Table
1). All the authors have come up with a net negative direct effect on the budget during
the first years of membership. The estimates range between 1 and 4.75 percent of GDP
per year. The rather wide range of these estimates reflects the differences in the
underlying assumptions regarding absorption capacity and the space and cost of
financing the acquis communautaires, such as environmental protection and
infrastructure. These estimates concern only the direct budgetary effects, which may be
mitigated by favorable indirect effects that are difficult to quantify, such as those
resulting from accession-driven private sector activity. However, these favorable effects
will come on stream only gradually and the assessment that accession will lead initially
to a higher burden on the budget is not questioned.

Table 1. Net budgetary effect of accession

Authors Net Annual Negative Effect (percent of GDP)
Kopits and Székely (2004) 3-4.75
Antezak (2003) 1.7-3.1
IMF (2004) 1.0-1.5

3.2 The SGP Framework

Two issues are relevant from the perspective of the SGP framework: the cyclical
sensitivity of the budgets and debt sustainability.

a) Cyclical Sensitivity

In the SGP framework, the automatic stabilizers are to be allowed to operate fully
without breaching the 3 percent deficit limit. The European Commission has calculated
cyclical safety margins for each of the EU-15 countries™, showing the size of the
deterioration in the budget balance in case output falls below potential. Subtracting these
safety margins from the reference value of 3 percent, we obtain the so-called “minimal
benchmark™ which a country should at least achieve over the cycle in order to avoid
breaching the 3 percent limit in a downturn.

15 European Commission (2000, 2002).
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Using the methodology of the European Commission (2000), we calculated the safety
margins for the eight new members from Central and Eastern Europe (CEES) (Table 2)*.
Despite somewhat higher output volatilities', the cyclical safety margins are generally
lower in the CEEs than in the EU-15, as a result of lower sensitivity of the budgets of the
CEEs to the economic cycle. The lower sensitivity is explained essentially by the smaller
reliance on cycle-sensitive direct taxes and the significantly lower shares in total
spending of cycle-sensitive expenditures on unemployment benefits'®. One reason for the
smaller reliance on direct taxes and the correspondingly higher reliance on indirect taxes
is that tax evasion has been a widespread problem in the CEEs and the collection of
indirect taxes has proved to be more efficient. Other reasons are tax holidays and the low
level of corporate taxes, which have been used as an incentive to attract foreign
investment. The smaller share of expenditures on unemployment compensation is due to
the generally less generous benefits.

The lower cyclical safety margins mean that the “minimal benchmark”, i.e. the
maximum deficit to be respected over the cycle without running the risk of breaching the
3 percent limit, is higher in the CEEs" than in the EU-15%. This finding has to be looked
at in conjunction with the smoothing capacity of the automatic stabilizers. Many authors
have researched and calculated the output stabilization effects of automatic stabilizers in

16 As discussed in the Annex, this methodology, which estimates the output gap by an HP-filtered
trend approach, has several weaknesses and has been improved by the Commission by using a
production function approach (European Commission, 2002). We used the former methodology
because of the lack of readily available production function calculations for the CEEs. For
Hungary, P. Kiss and Vadas (2004) estimate cyclical sensitivities and output gaps using three
different methods: that of the European Commission (2002), the ECB (Bouthevillain et al., 2001)
and a methodology developed by the authors to take into account the specific fiscal and economic
characteristics of Hungary. For the sake of comparability, we did not use the P. Kiss and Vadas
(2004) estimates for Hungary.

17 See Darvas and Szapary (2004) for a discussion of output volatilities in the EMU and the CEEs.

'8 Direct taxes as a ratio of GDP averaged 14 percent in the EU-15 and 10 percent in the CEEs in
the period 1992-2002. Unemployment benefit payments to GDP averaged 1.73 percent in the EU-
15 and 0.68 in the CEEs (Sources: AMECO and Riboud et al. 2002).

19 Our estimates of the cyclical safety margins of the budgets of the CEEs are fairly close to those
calculated by IMF (2004), but are substantially lower than those calculated by Coricelli and
Ercolani (2002). These authors estimate the safety margins for Hungary and Poland to be over 3
percent, mainly because they find output to be more volatile. This may be due to the inclusion of the
years 1990-1994 which were characterized by high transition-induced output volatility. For this
reason, we excluded those years from our calculations.

20 For the EU-15, the output gaps are those calculated by European Commission (2002) using the
more sophisticated production function methodology, while for the CEE-8 we used the HP-filtered
trend approach. The HP-filter approach yields even smaller minimal benchmarks for the EU-15.
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the EMU?. Calculating these effects for the CEEs is beyond the scope of this paper and
should be the subject of future research. One factor which tends to weaken the smoothing
capacity of automatic stabilizers in the CEEs is that they are small open economies
(except Poland) where the smoothing capacity is reduced by the leakages through
imports. The lower cyclical budget sensitivity together with the openness of the CEEs
imply that these countries may have to rely more on discretionary measures to smooth
the economic cycle. There are, however, risks involved in using discretionary changes
and one has to ensure that the discretionary measures are reversible and do not lead to a
deterioration of the underlying budget position (see European Commission, 2002).

Table 2. Cyclical budget sensitivity and minimal benchmarks

Cyclical budget ' The largest value = Cyclical safety Minimal
sentsitivity of output gap margin benchmark
in percent in percent in percent
EU-15 0.50 3.83 1.97 -1.03
Austria 0.30 5.17 0.90 -2.10
Belgium 0.60 3.83 2.30 -0.70
Denmark 0.80 5.14 2.70 -0.30
Finland 0.70 3.00 3.80 0.80
France 0.40 3.25 1.30 -1.70
Germany 0.50 3.38 1.40 -1.60
Greece 0.40 5.43 1.30 -1.70
Ireland 0.35 3.75 1.70 -1.30
Italy 0.45 3.25 1.50 -1.50
Luxemburg 0.60 4.86 3.10 0.10
Netherlands 0.65 3.33 2.30 -0.70
Portugal 0.35 3.54 1.80 -1.20
Spain 0.40 2.80 1.50 -1.50
Sweden 0.70 3.14 2.20 -0.80
United Kingdom 0.50 3.60 1.80 -1.20
CEE-a 0.41 4.26 1.68 -1.32
Czech Republic 0.40 4.20 1.70 -1.30
Estonia 0.41 4.78 1.95 -1.05
Hungary 0.44 3.65 1.62 -1.38
Latvia 0.33 4.22 1.39 -1.61
Lithuania 0.33 6.05 2.01 -0.99
Poland 0.49 3.87 1.88 -1.12
Slovakia 0.40 3.87 1.55 -1.45
Slovenia 0.45 3.44 1.54 -1.46

Sources: EU-15: European Commission (2002); CEE-8: see Annex.

21 Buti et al. (2003b); Buti and van den Noord (2003 and 2004); Brunila et al. (2002); European
Commission (2002); Barrell and Pina (2000); Kiander and Virén (2000); van den Noord (2000).
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b) Debt Sustainability

As seen earlier, the debt levels in the NMS are generally lower than in the EMU
members. As catching-up economies, they also have a higher potential growth rate, as
well as higher BS-induced inflation and hence lower real interest rates once they are in
EMU and face similar nominal interest rates. The combination of these factors would,
ceteris paribus, imply that the NMS could run higher deficits and still maintain the long-
run sustainability of public finances. However, when assessing debt sustainability, one
also has to take into account future liabilities. The most important of these are future
pension payment obligations and health care outlays for the elderly due to population
ageing.

As can be seen in Table 3, the old-age dependency ratios in the CEEs are somewhat
below those of the EU-15, but the fertility rates are also smaller which, combined with an
increase in life expectancy that will accompany the growth in per capita income in the
CEEs, will sharply raise the dependency ratios. In the Czech Republic, Hungary and
Poland these ratios are projected to double or more than double by 2050. The burden that
these population trends implies for the government budgets can be reduced by reforming
the pension systems, such as introducing a second pillar funded scheme (but the
transition cost of exiting from the pay-as-you-go system remains), raising the level of
retirement age, tightening eligibility for early retirement or reducing the replacement
rate. About half of the CEEs have already introduced a multi-pillar system and others
plan to do so (European Commission, 2003). A second element of future liabilities that
can burden the budgets of the CEEs in the years ahead is the overall stock of guarantees
granted mostly for enterprise borrowings in the sectors of public transportation and
energy. Although the stock of guarantees has been substantially reduced as a result of
privatization, it remains important in some countries.

It is difficult to judge the optimal target for public debt. It depends, as said, on the
crowding out effect of interest payments and the negative output effect of distortionary
taxes to finance these payments. Furthermore, it also depends on the future rate of return
of the expenditures that are financed by borrowing, such as investments and reforms that
benefit future generations, or reforms that reduce future liabilities (e.g. pension reforms).
IMF (2004) suggests a prudent public debt ratio of around 45 percent of GDP for the
CEEs. The UK Government’s fiscal policy objective is to maintain net debt below 40
percent of GDP over the economic cycle. Using these numbers as a benchmark for
illustrative purposes — but without suggesting that this is an appropriate debt level for all
countries under all circumstances — we show in Table 4 the improvement in the primary
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balances needed to reach a 40 percent debt/GDP ratio within ten years in the CEEs. A
positive value in Table 4 shows in percent of GDP the size of the improvement in the
primary balance needed now and to be kept constant in order to reduce the debt/GDP
ratio to 40 percent in ten years in case the current level of debt exceeds 40 percent, or the
improvement needed in order not to exceed the limit in case the current level of debt is
less than 40 percent. A negative value indicates the “permissible” deterioration in the
primary balance without exceeding the debt limit. As can be seen from Table 4, Cyprus,
the Czech Republic, Hungary and Malta need significant improvements in the primary
balances in order to avoid that their debt levels exceed 40 percent of GDP by 2013. This
is because both the debt levels and the primary deficits are high in these countries.
Poland and Slovakia need only a small improvement, while the Baltic countries and
Slovenia could in principle let their primary balances deteriorate, since they have low
debts and low primary deficits or have surpluses.

Table 3. Dependency ratios and fertility rates®
Old-age dependency ratios total fertility

(in percent) Rate

2000 2050 2003

EU 25.95 51.40 1.57
Belgium 28.10 49.50 1.62
Denmark 24.20 40.30 1.72
Germanyy 26.60 53.20 1.31
Greece n.a. n.a. 1.25
Spain 27.10 65.70 1.25
France 27.20 50.80 1.89
Ireland 19.70 45.70 1.97
Italy 28.80 66.80 1.26
Luxembourg n.a. n.a. 1.63
Netherlands 21.90 44.90 1.73
Austria 25.20 58.20 1.40
Portugal 26.70 50.90 1.47
Finland 25.90 50.60 1.72
Sweden 29.40 46.30 1.65
United Kingdom 26.60 45.30 1.64
NMS-10 22.00 53.30 1.29
Cyprus n.a. n.a. 1.49
Czech Republic 21.90 57.50 1.17
Estonia n.a. n.a. 1.37
Hungary 23.70 47.20 1.30
Latvia n.a. n.a. 1.24
Lithuania n.a. n.a. 1.24
Malta n.a. n.a. 1.46
Poland 20.40 55.20 1.24
Slovakia n.a. n.a. 1.19
Slovenia n.a. n.a. 1.21

Sources: OECD (2003) and EUROSTAT.

22 Old-age dependency ratio is equal to (persons aged 65+)/(persons aged 20-64). Total fertility
rate is defined as the average number of children who would be born alive to a woman during her
lifetime. In more developed countries, a rate of 2.1 is considered to be replacement level.
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Table 4. Primary deficit gaps to reach 40 percent debt/GDP ratios

in ten years under different assumptions for growth
and real interest rates (in percent of GDP)

Cyprus Czech Rep.
Real interest rates Real interest rates
GDP-growth 2% 4% GDP-growth 2% 4%
3% 5.66 6.78 3% 3.08 3.84
4% 5.12 6.22 4% 2.72 3.46
5% 4.59 5.67 5% 2.35 3.09
Estonia Hungary
Real interest rates Real interest rates
GDP-growth 2% 4% GDP-growth 2% 4%
3% -6.53 -6.12 3% 3.21 4.19
4% -6.74 -6.32 4% 2.74 3.70
5% -6.95 -6.52 5% 2.27 3.22
Latvia Lithuania
Real interest rates Real interest rates
GDP-growth 2% 4% GDP-growth 2% 4%
3% -1.70 -1.12 3% -1.80 -1.28
4% -1.99 -1.41 4% -2.06 -1.54
5% -2.28 -1.70 5% -2.32 -1.79
Malta Poland
Real interest rates Real interest rates
GDP-growth 2% 4% GDP-growth 2% 4%
3% 8.64 9.76 3% 1.12 1.96
4% 8.10 9.20 4% 0.72 1.54
5% 7.58 8.65 5% 0.32 1.13
Slovakia Slovenia
Real interest rates Real interest rates
GDP-growth 2% 4% GDP-growth 2% 4%
3% 1.08 1.88 3% -1.71 -3.93
4% 0.68 1.48 4% -2.03 -4.10
5% 0.30 1.08 5% -2.34 -4.27

Source: Authors’ calculations based on EUROSTAT data.

3.3 Summary of Findings

Our main findings regarding the fiscal characteristics of the NMS from the perspective of
the Maastricht criteria and the SGP can be summarized as follows.

There are large differences among the NMS as to their starting fiscal positions. The
budget deficits of the Baltic states and Slovenia were already smaller than 3 percent of
GDP in 2003 and these countries have also the lowest debt/GDP ratios among the NMS,
well below 60 percent of GDP. Estonia scores the highest, with practically no
government debt and an overall budget surplus. Those countries which have recorded the
largest deficits in 2003, Cyprus, the Czech Republic, Hungary and Malta, have also the
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highest debt levels. Clearly, the NMS cannot be regarded as a group but have to be
looked at on a case-by-case basis.

The new members, particularly those with less favorable starting fiscal positions, face
great challenges on the road to EMU because the potential budgetary gains from yield
convergence are limited and EU accession will have a net negative impact on their
budgets in the initial years of accession. At the same time, pension and other needed
reforms, as well as the necessity to keep up with the higher level of infrastructure
investment, imply additional budgetary burdens.

The level of debt is generally lower in the NMS than in the EMU members. They also
have higher potential growth and will face lower real interest rates within EMU due to
the higher BS-induced inflation, which improve their prospects of debt sustainability.
However, they also face considerable budgetary pressures in the medium to long-run
because of the high stock of government guarantees in some countries and ageing related
future pension and health care payment obligations.

4 Policy Implications

The main ideas that we would like to communicate in this paper which have a policy
implication are the following:

1) From a debt sustainability perspective, the lower debt and the prospect of faster
growth implies that those NMS where the deficit is significantly below 3 percent
could be given a longer period of time to reach the ’close to balance or in surplus’
position. This would be also justified because the NMS need more infrastructural
development and EU accession will put additional burden on the budgets in the
initial years of membership. We should remember that in the run-up to EMU, the
current cohesion countries were the recipients of much larger EU transfers than
what the NMS are expected to receive in the coming years. More research should be
undertaken to define debt sustainability taking also into account future liabilities, so
that more concrete guidelines could be issued for the required speed of adjustment.

It has been sometimes suggested that the SGP or its interpretation need to be
modified to take into account the special circumstances of the new Member States.
The large differences in the initial conditions of the NMS do not support that
argument. Indeed, several current EMU members have lower debt than some of the
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2)

NMS and the less developed current euro zone members have also higher potential
growth than the other members. The improvement of the SGP is needed not because
of enlargement, but because it makes good economic sense to take into account the
differences in initial conditions for all countries. Enlargement only highlights the
need for improvement by widening the differences among countries subject to the
provisions of the SGP.

A misconception has to be corrected in this regard. In many documents and
declarations reference is made to the “equal treatment” of members when talking
about the uniform application of the provisions of the SGP. Equal treatment in an
economic sense would mean that one differentiates according to initial conditions
and future liabilities. Uniformity in this case is not equal treatment. One can,
therefore, support those suggested improvements in the SGP that would take into
account more explicitly differences in debt levels, economic growth, demographic
trends and reforms that reduce future liabilities.

There are good reasons for keeping the 3 percent limit even from the perspective of
the NMS, because those new members which exceed that limit are also those which
have the highest debt levels. They have, therefore, an interest in reducing the deficit
to below 3 percent earlier rather than later so that they can benefit from a reduction
in debt service payments which would free resources for other purposes — and that
irrespective of when they plan to join EMU.

There is another reason why the high-deficit NMS have to reduce the fiscal deficit.
As long as they are not within the EMU, they are exposed to speculative capital
movements triggered by market perception about the sustainability of the external
payments position”. While the rate of investment in the NMS will remain high, they
also face the prospect of an erosion of net household savings as a result of credit
booms. Household credit is typically very low in the CEEs and one can expect a
rapid growth in such credit as a result of the declining interest rates, the prospect of
higher permanent income levels, and the greater willingness of banks to lend to
households as they move into retail banking, an area which the banks have
eschewed so far because of the higher perceived risks. Hungary has already
experienced a sharp reduction in net household savings in recent years. Under these
circumstances, the burden falls on the budget to maintain an external position which
is seen as viable by the markets. If the cyclical upturn that has just started proves to

% Barnhill and Kopits (2003) discuss the fiscal vulnerabilities faced by emerging markets.
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3)

4)

be durable, this would be an ideal time to accelerate the consolidation in the high-
deficit NMS, thus reducing the risk of having to pursue procyclical policy in a
downturn. Since the government sector in most high-debt NMS is already oversized
relative to their per capita income, consolidation should be done through cutting
current primary spending, while leaving room for those expenditures that are
necessary for the building up of the stock of public capital and for the
implementation of reforms that will bring long-term benefits.

More emphasis should be placed on improvements in budgetary procedures.
Budgetary practices vary a great deal from one country to another: the forecasting,
planning, implementing, accounting and monitoring procedures are not the same.
Deficiencies in these areas can lead to forecasting errors and ex-post revisions of
data that make enforcement difficult and eventually undermine credibility.
Guidelines for best practices in budgetary procedures could be issued by the Council
and included in the monitoring under the SGP.

Finally, we have to remind ourselves that the Maastricht-related constraints have led
to a significant reduction in the deficits and debt levels of the current euro zone
members and there is no evidence that it has impaired the stabilization role of fiscal
policy or that it had negatively affected public investment (Gali and Perotti, 2003).
While rules are necessary to ensure the proper functioning of the single monetary
policy, the need for rules goes beyond that: fiscal rules are justified in their own
rights as an instrument to foster budgetary discipline. Markets will eventually
penalize the sinners but markets react generally too late, by which time the cost of
adjustment is already high. Enlargement strengthens the need for rules, since one
can observe in several NMS mounting popular pressure for relaxing fiscal policy as
expectations have been heightened with EU accession and the appetite for reforms
has weakened. The rules have to be respected by all, however. It will be difficult to
muster the critically important political support in the new Member States for the
commitment to meet the 3 percent deficit requirement to join the monetary union
while current members continue to breach that limit.
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Annex: The Calculation of Cyclical Safety Margins

The cyclical safety margin shows the size of the deterioration in the budget balance in
case output falls short of potential output. Subtracting these safety margins from the 3
percent reference value of the Maastricht Treaty, we obtain the so-called “minimal
benchmark”, which is the cyclically adjusted deficit consistent with the 3 percent limit.
The calculation of cyclical safety margin consists of two steps: the calculation of the
largest output gap that a country is likely to encounter and the sensitivity of its budget to
the economic cycle. The budget sensitivity indicator is an elasticity of the budget deficit
to the output gap, calculated as a weighted average of elasticities of the following budget
items: direct taxes, indirect taxes and social security contributions on the revenue side,
and unemployment benefits on the expenditure side.

1 The Largest Value of Output Gap

We followed the methodology used in European Commission (2000). The output gap is
obtained as the logarithmic difference of actual and trend output:

@ .
OG; =Y — Yy

where OGg; stands for the output gap for the i-th country in period t, y;; is the log of actual

output for country i in period t, and j; is the trend of log output y for the i-th country in
period t.

The largest output gap that country i is likely to face (GAP;) is calculated as a
combination of three sub-indicators: a) the absolute value of the largest negative output
gap recorded in country i over the whole sample period (1995-2002 in our case); b) the
unweighted average of the three largest negative output gaps in all countries studied (the
10 new Member States in our case) over the whole sample period; and c) the average
volatility of the output gap in each new Member State, measured as twice its standard
deviation. The largest value for the output gap is calculated as the mid-point of the worst
two of these three sub-indicators. We excluded from our calculations the years before
1995, a period of a transformation recession when GDP fell sharply in the CEEs.
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2 The Budget Sensitivity Indicator

The sensitivity of the budget (SENS) to the output gap is a weighted average of the
elasticities of budget items for each country:

(2 SENS =g ; dt + &0t + £5.5C — gz Ub

where &pr, &1, &sc, are the output elasticities of revenue from direct taxes, indirect taxes
and social security contributions; ¢yg is the output elasticity of unemployment benefits,
and dt, it, sc are the ratios of revenue received from direct taxes, indirect taxes and social
contributions to GDP. ub is the ratio of unemployment benefits to GDP.

3 Cyclical Safety Margins and Minimal Benchmarks

Cyclical safety margins (CSM ) are calculated as a product of the largest output gap and
the budget sensitivity indicator:

©) CSM, = GAP, x SENS,

The value of CSM shows the extent to which the budget balance in a given country is
likely to deteriorate in times of severe economic downturn.

Finally, the minimal benchmark (MB ) is the gap between the cyclical safety margin and
the Maastricht reference value of 3 percent:

4 MB; = 3% —CSM;

The minimal benchmark shows the cyclically adjusted deficit consistent with the 3
percent reference value.

4 Sources and Description of Data

The Commission uses annual GDP figures since 1960 for the calculation of trend GDP
and output gaps. In the Central and Eastern European countries, the sample period is
very short due to structural changes and severe transformation recessions in the early
nineties, so we took seasonally adjusted quarterly data since 1995 (on constant 1995
prices). For the sources of quarterly data refer to Darvas and Szapary (2004). Following
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the methodology of the Commission, we obtained trend output using the Hodrick-
Prescott filter with the standard parameter of 1600 for quarterly data®.

For the relative weight of each revenue item we used the AMECO database. As for the
expenditure side, in the absence of readily available data across countries for a
sufficiently long period of time, we used the data for unemployment benefits from
Riboud et al. (2002); for the output elasticity of unemployment benefits, we used the
estimate for the Czech Republic calculated by the Czech Ministry of Finance which can
be regarded as an approximation of the elasticities in the CEEs.

5 Assumptions and Limitations of the Methodology

There are some implicit assumptions in the Commission’s methodology of calculating
cyclical safety margins which limit its applicability and require caution when interpreting
the results, as pointed out also by the Commission itself. Namely, constant values are
assumed for (1) the share of the relevant budget items in the total budget (in our case
these were 10-year averages); (2) the cyclical elasticities of the relevant budget items;
and (3) the structure of GDP so that a 1 percentage point change in output gap is
assumed to affect all tax bases in the same way®. We did not attempt to estimate the
income elasticities of the revenue items due to the shortage of readily available data.
Instead, we assumed that they are equal to one. This is very close to the average value
estimated for the OECD countries (see van den Noord, 2000).

2 European Commission (2000) calculated the output gap as a deviation of output from trend
obtained using the HP-filter. However, in its latest calculation (European Commission, 2002), the
Commission estimated potential output using the production functions approach.

% This assumption was relaxed in the more sophisticated approach of Bouthevillain et al. (2001).
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Fiscal Implications of the Ageing
Population in Croatia

Abstract

Demographic changes altering size and age-profile are recognised in many countries,
including within the EU, as an important determinant of both the size and the structure
of government expenditures and revenues in the long run. In Croatia, having a negative
population growth rate and total fertility rate below 2.0, projected demographic trends
are quite similar to those in the rest of Europe. Therefore, significant budgetary

implications of the so-called ageing population phenomenon can be expected.

The aim of this paper is to use the standard methodology developed by the European
Commission in order to assess the long-term implications of ageing population on the
sustainability of public finances in Croatia. The results of the analysis show that
demographic changes could, in the long-run, place Croatian public finances on an
unsustainable path, and imply the necessity of adopting fiscal policy actions aimed at

avoiding the negative budgetary consequences of an ageing population.

Keywords: sustainability of public finances, ageing population, age-related expenditures
JEL Classification: E62, H51, H55, Ho, J11
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1 Introduction

In recent decades, in almost all developed countries, similar demographic trends can be
observed. Extended life expectancy coupled with low fertility rates have changed
demographic images, leading to a rising population of the elderly, and a diminishing
population of those in younger age cohorts. The result of such trends is the so-called
ageing population phenomenon, the economic, fiscal and social consequences of which

deserve increased attention.

Both the OECD and EU countries recently developed similar methodologies aimed at
assessing the fiscal consequences of ageing populations. The methodologies are focused
on long-term projections of age-related expenditures, whereby the age-related
expenditures mainly relate to public pension expenditures, health and long-term care
expenditures and education expenditures. The impact of ageing populations on tax
revenues, however, is generally not taken into consideration.

The available demographic projections indicate that in Croatia, having a negative
population growth rate and total fertility rate below 2.0, the ageing population
phenomenon will be more and more pronounced, posing a great challenge to the
sustainability of government finances.

In this paper, standard methodology developed by the European Commission’s Economic
Policy Committee working group on ageing populations is used in order to assess the
long-term implications of an ageing population on the sustainability of public finances in
Croatia. In some details, however, the analysis in this paper departs from the standard
methodology for different reasons which will be explained later.

The paper is divided into five sections. Following the introduction, the second section
presents the main demographic trends until 2050. These come from United Nations’
demographic projections. It also indicates the implication of these developments on the
evolution of the working-age and elderly populations. The long-term effects of
demographic developments on pensions and health-care expenditures, and social
security contributions are assessed in the third section of the paper. After that, in the
fourth section, the evolution of debt levels is extrapolated assuming that the tax burden
and non-age related primary expenditures remain constant as a share of GDP at the 2005
level over the projection period, the interest-growth rate differential remains around zero,
and age-related expenditures evolve in line with the projections. The assumptions
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regarding age-related expenditures, initial budget position and the interest-growth
differential from the baseline scenario is then relaxed in order to test the sensitivity of
results to the underlying assumptions. Synthetic indicators of required adjustment effort
are also calculated. The results made it possible to verify whether, in the long-run, the
sustainability of public finances can be preserved in light of the ageing population. The
final section concludes and indicates the avenues of possible improvements in the
assessment of long-term analysis of public finance sustainability in light of population
ageing in Croatia.

2 Demographic Projections

2.1 Underlying Assumptions

The age-related expenditure and social security contribution projections presented in the
paper are based on demographic projections prepared by the United Nations (United
Nations, 2003). Although criticized by Croatian experts, these are still the only available
official demographic projections for Croatia, which explains their use in the paper’.
Within the EU, budgetary implications posed by ageing populations used to be assessed
on the basis of the demographic projections prepared by national statistics institutes, and
the most recent assessments are made using the demographic projections prepared by
Eurostat (Economic Policy Committee 2003, 2001). The same source of data for
demographic projections should guarantee the use of the same methodology and thus the
comparability of demographic projections for all of EU member states. In the near future,
Eurostat should make demographic projections for all EU countries, both old and new, as
well as Bulgaria and Rumania, and four EFTA countries (Economic Policy Committee,
2003.) Unfortunately, Eurostat has no plans to produce demographic projections for

Croatia as a new candidate country yet.

The United Nations have prepared six demographic projection variants, four of which are
available on the web. These four variants — medium variant, high variant, low variant
and constant-fertility variant, will be used in this paper when assessing the fiscal
implications of demographic changes, with medium variant taken as a starting point for
the baseline scenario. The demographic projection variants differ among themselves with

! There are, however, several demographic projections carried out by independent experts, e.g.
Mrden (2004), Grizelj (2004) and Rozga (2003).
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respect to the assumptions made regarding the future course of fertility (United Nations,
2003).

The different projection variants can be described by the underlying assumptions, and
the most important of them are presented in Table 1. It can be seen that in all the
variants, except the high variant, fertility rates are too low to ensure a natural
replacement of the population or to stabilize its age structure. In the medium variant, the
fertility rate will, in the period 2005-2010, stand at 1.7, and will go up to 1.9 in the
period 2045-2050. These fertility rates are similar to ones in the EU, where the average
fertility rate stood at 1.5 in 2000, and is projected to rise to 1.8 in 2050 (Economic Policy
Committee, 2001.)

Life expectancy at birth is expected to increase over the projection period from 74.1 years
for men and 78.6 years for women in the period 2005-2010 to 76.6 years for men and
82.6 years for women in the period 2045-2050. For the EU, average life expectancy at
birth for men is projected to rise from 75.3 in 2000 to 80.5 years in 2050, and for women
from 81.4 in 2000 to 85.5 years in 2050.

Table 1. Demographic projections, underlying assumptions for all variants

Medium variant High variant

2005-2010 2045-2050 change @ 2005-2010 2045-2050 change
Total fertility rate* 1.67 1.85 0.18 1.81 2.35 0.54
Life expectancy (both sexes) 74.9 79.6 4.7 74.9 79.6 4.7
Male life expectancy 74.1 76.6 5.5 74.1 76.6 5.5
Female life expectancy 78.6 82.6 4.0 78.6 82.6 4.0
Population growth rate (%) -0.26 -0.58 -0.32 -0.16 -0.11 0.05
Net migration (thousands) -5 -5 -5 -5 -5 -5

Low variant Constant-fertility variant

2005-2010 | 2045-2050 change @ 2005-2010 2045-2050 change
Total fertility rate* 1.53 1.35 -0.18 1.60 1.60 0.00
Life expectancy (both sexes) 74.9 79.6 4.7 74.9 79.6 4.7
Male life expectancy 74.1 76.6 5.5 74.1 76.6 5.5
Female life expectancy 78.6 82.6 4.0 78.6 82.6 4.0
Population growth rate (%) -0.35 -1.04 -0.69 -0.31 -0.85 -0.54
Net migration (thousands) -5 -5 -5 -5 -5 -5

Note: children per woman.
Source: UN, 2003.
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Unlike in EU countries, for which the net inward migration of 0.2% of total population
throughout the projection period is predicted, Croatia is expected to have a permanent
net outward migration of more than 0.1% of its total population?.

2.2 Main Trends

As result of these demographic developments, the size of the Croatian population falls in
all the demographic projection variants, with the size of the population being almost 20
percent lower in 2050 than in 2005, according to the medium demographic projection
variant (see Table 2).

Table 2. Total population and evolution of demographic
dependency ratios for all demographic projection variants

Medium variant High variant
2005 2050 = change @ 2005-2010  2045-2050 change

Total population 4405 3581 -824 4420 4022 398
Median age 40.2 44,9 4.7 40.0 40.6 0.6
Elderly*

(as % of total population) 17.0 25.0 8.1 16.9 22.3 5.4

; .2
Working age population 66.5 59.1 7.4 66.2 58.0 82

(as % of total population)
Old age dependency ratio® 25.5 42.3 16.8 25.5 38.5 13.0
Share of older workers in

) " 16.8 21.2 4.4 16.8 19.3 2.5
working age population
Very old as % of elderly® 18.1 30.4 12.3 18.1 30.5 12.4

Low variant Constant-fertility variant
2005 2050 change @ 2005-2010 2045-2050 change

Total population 4391 3192 -1199 4398 3355 -1043
Median age 40.3 49.2 8.9 40.2 47.3 7.1
Elderly*
(as % of total population) 17.0 28.3 11.3 17.0 26.8 9.8

. )
Working age population 66.7 | 59.9 6.8 66.6 59.6 6.9

(as % of total population)
Old age dependency ratio® 25.5 46.9 21.4 25.5 44.9 19.4
Share of older workers in
working age population®
Very old as % of elderly® 18.1 30.5 12.4 18.1 30.5 12.4

16.8 23.5 6.7 16.8 22.4 5.6

Notes: ' Population aged 65+; *Population aged 15-64; *Population aged 65+ as % of population aged 15-64;
‘Population aged 55-64 as % of population aged 15-64; *Population aged 80+ as % of population aged 65+.
Source: UN, 20053; author's calculations.

2 Contrary to that, some authors e.g. Mrden (2004) argue that net inward migration can be expected
in Croatia in next three decades.
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The number of elderly persons aged 65 and above will rise by almost 20 percent, as
presented in Graph 1, and their share in the total population will grow from 17 percent
in 2005 to 25 percent in 2050 (in the medium variant). For the sake of comparison, the
increase in elderly persons in EU member countries is projected to be much higher, or
some 70 percent.

At the same time, the working age population (persons aged between 15 and 64) is
projected to fall by almost 30 percent and its share in the total population to decline from
67 percent in 2005 to 59 percent in 2050. The labour force itself is going to be older, too,
with the share of workers aged between 55 and 64 in the total workforce increasing by 4
percentage points. The drop in the working age population in the EU between 2000 and
2050 is projected to be some 18 percent.

Graph 1. Projected size of the working age and elderly population
for the medium demographic projection variant (in thousands)
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Note: Working age population refers to persons aged 15 to 64.
Elderly population refers to persons aged 65 and above.
Source: UN, 2003; author’s projections.

The old-age dependency ratio (defined as persons aged over 65 as a percentage of the
working age population) is, according to the medium variant, going to rise from 26
percent in 2005 to 42 percent in 2050, a development which is quite similar to the
European average, where the old-age dependency ratio is projected to grow from 24
percent in 2000 to 49 percent in 2050. This means that in Croatia, the number of persons
of working age for every elderly person aged 65 and over will go down from 4 to 2.4 and
in the EU the same number will go down to only 2 persons.

110



The number of the very old (population aged 80 or more) is, according to the medium
variant, going to double (from 135 thousand in 2005 to 272 thousand in 2050).
Although this rise could have a significant impact on public spending on health and
long-term care for the elderly, this development is far less dramatic than in the EU,
where the number of very old is projected to triple from 2000 to 2050.

It has to be stressed that long-term population projections must always be taken with
caution. In the special Croatian case, were there is only one official source of
demographic projections, and where the projections it offers cannot be compared to data
from other sources, even greater caution is needed when using the data. Therefore, the
development of national demographic projections currently underway within the
Croatian Bureau of Statistics must be welcomed, and the assessment of the fiscal
implications of demographic changes should be revised once the population scenarios
developed by the national statistics institution become available®.

3 Effects of Demographic Changes on Government
Revenues and Expenditures

The Economic Policy Committee working group on ageing populations assesses possible
effects of demographic changes on government revenues and expenditures by making
long-term projections of the so-called age-related expenditures, such as public pension
expenditures, health and long-term care expenditures and education expenditures. For
the sake of consistency, it also includes unemployment benefit in its assessment,
although this is not considered to be related to ageing.

In this paper, Croatian long-term fiscal sustainability will be assessed by projecting
elements of both expenditures and revenues. Among the expenditure items, the analysis
will include public pension expenditures and health expenditures, and among the
revenue items pension contributions and other social security contributions.

The standard methodology does not take account of the development of public revenues
in light of ageing populations, since the age structure of the population is not seen as the
key determinant of their size and evolution. The reasoning behind this is as follows.

Firstly, pensioners pay income taxes which can increase collected tax revenues. Secondly,

3 This information can be found in Grizelj (2004).
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it is argued that older workers, whose share in the working-age population rises, earn
higher wages than young workers, thereby compensating for the negative effect of the
decreasing working-age population on taxes. Recent studies on consequences of ageing
populations on tax revenues confirm that population ageing can have ambiguous effects
on tax revenues. Finally, the experience shows that the level of public spending is the
main determinant of tax revenues as a share of GDP*.

There are, however, two reasons for taking into account the development of social
security contributions in the Croatian case, the first one being the fact that social security
contributions are paid only by those employed, and not by pensioners. In addition, even
if the older workers earned higher wages in the future, the amount of collected social
security contributions would probably not be high enough to offset the loss of
contributions due to the falling number of younger employees, since, unlike taxes, social
security contributions are regressive in their nature. In addition, a projection of pension
contributions should be made to capture the effects of pension reform on collected

pension contributions.

There are some other expenditure items in Croatia that could be sensitive to demographic
changes, such as expenditure on unemployment benefit, child benefit and maternity
leave, and also education expenditures, but at the moment it seems that their projection
would have to consider non-demographic factors driving public spending, which are very
hard to project. Therefore, the projection of these expenditure items is left for some other

projection exercise.

3.1 Macroeconomic Assumptions

Long-run projections of government expenditures and revenues are based on
macroeconomic assumptions regarding labour force participation rates, unemployment
rates, real GDP rates and CPI inflation.

Labour force participation rates up to 2010 are, in accordance with the EPC working
group on ageing populations methodology, based on projections by the ILO (1997).
Participation rates for men are constant for all age groups. The participation rate for

? Review of the main findings of studies on consequences of ageing populations on government
revenues can be found in Economic Policy Committee (2003, p. 20).
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women in the 15-54 age group are assumed to converge by 2050 to within 10 percentage
points of the participation rate for men in the same age group. The participation rates for
women in the 55-64 age group is allowed to converge by 2050 to within 20 percentage
points of the participation rate for men in the same group (see Table 3).

Table 3. Labour market participation rates used in projections

15-54 55-64 65+
2005 2050 change 2005 2050 | change 2005 2050 change
Male 82.3 85.0 2.7 41.3 45.0 3.7 14.6 12.0 -2.6
Female 69.0 75.0 6.0 18.5 25.0 6.5 7.0 6.0 -1.0

Note: Participation rate = active population as a % of working-age population.
Source: ILO, 1997; author’s projections.

Unemployment rates are assumed to fall from 17 percent in 2005 to 7 percent in 2050.
In EPC working group on ageing populations methodology, unemployment rates are
assumed to fall to their structural level, as defined by the OECD, by 2005 and to stay
constant thereafter (Economic Policy Committee, 2001). For Croatia, there are no
estimates of structural unemployment rate available. It is assumed that by 2050 Croatia
could reach an unemployment level of 7 percent, equal to the structural unemployment

rate of EU member countries with the highest structural unemployment rates.

Higher participation rates and lower unemployment rates will offset some of the impact
of demographic developments on the balance between economically active and inactive
persons who must be supported. Therefore, the potential fiscal influence of ageing does
not so much depend on the old-age dependency ratio, but more on the potential and
effective economic dependency ratios, the potential economic dependency ratio being the
number of potentially inactive persons as a percentage of the total labour force, and the
effective economic dependency ratio being the number of unemployed persons as a
percentage of the number of persons employed. These dependency ratios are calculated

for Croatia, based on labour force assumptions, and presented in Graph 2.

As is shown in the graph, the effective economic dependency ratio is projected to fall
until 2020, and then to rise reaching its initial level in 2050. In the same period, the old-
age dependency ratio is expected to rise throughout the projection period, and at the end
of the projection period to increase by two-thirds compared to the initial level.
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The real gross domestic product is projected to grow 3.5 percent annually, and the labour
market productivity in the baseline scenario is projected to grow by 2.8 percent on
average annually. It is expected that the annual inflation rate will remain stable at 2.5

percent.

Graph 2. Projected demographic and economic dependency ratios
for the medium demographic projection variant
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Note: Potential economic dependency ratio = population aged 15+ not in the labour force as a % of the number of
persons in the labour force.

Effective economic dependency ratio = persons aged 15+ who are not employed as a % of number of persons
employed.

Source: UN, 2003; author’s projections.

3.2 Effects of Demographic Changes
on Public Pension Expenditures

As for the possible effects of demographic changes on public pension expenditures,
Croatia has a rather unique position in Europe, since it launched pension reform in 1998
aimed at reducing fiscal pressure resulting from the existing PAYG system, and
introduced a three-pillar pension system in 2002. The pension system in Croatia now
consists of a downscaled PAYG pension pillar, a mandatory fully-funded pillar, and a
voluntary fully-funded pillar®. Due to pension reform, in the future, one can expect
diminishing public spending on pensions expressed as a share of GDP, in spite of the
rising number of elderly. However, in the same period, due to the reduction of the rate of

% More information on Croatian Pension Reform can be found in Anusic, O'Keefe, Madjarevic-Sujster
(2003).
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pension contributions for those that entered the second pillar (individuals below the age
of 40 as of July 2000 and employees between the ages of 40 and 50 as of July 2000 who
chose to join the multi-pillar system), the revenues from pension contributions will also
go down, so that this effect should not be neglected when projecting future fiscal trends.

The starting point for the projection of public pension expenditures was the projection of
the number of pensioners. In the last decade, the Croatian pension system has faced a
huge inflow of pensioners, and the immense resulting deterioration of the so-called
system dependency ratio (the ratio between contributors to the pension system and
pensioners). The inflow of pensioners was not driven by demographic factors, but was
predominantly influenced by economic (transition and privatisation influenced
restructuring) and political factors (war). In the future, it is expected that economic and
political forces driving early retirement will vanish and, in addition, that new legislation
regulating normal retirement and early retirement age, as well as access to the system of
disability and survivors pension, would put further restrictions on the retirement of
persons of younger age groups. The share of pensioners younger than 55 is assumed to
diminish gradually from 11 percent in 2005 to 3 percent in 2050, and the share of
pensioners younger than 65 is expected to fall from 44 percent in 2005 to 30 percent in
2050. As a result of such assumptions, the number of pensioners should first rise until
2015, and then fall since the reduction in the number of early retired persons is projected
to counterbalance the rise in the number of pensioners stemming from the population
aged 65 and over (see Graph 3).

This projection is much more optimistic than the one found in Anusic, O'Keefe and
Madjarevic-Sujster (2003), and which projects a constant rise in the number of
pensioners, and is slightly more optimistic than the one that can be found in Marusic
(2001), which expects a decline in the number of pensioners after 2020. The idea behind
the optimism regarding the development of the number of pensioners in this paper is
that one cannot expect high inflows of pensioners in the next few years, since many of
those who would reach the normal retirement age during this period, have already been
retired through various pension buy-out schemes, early retirement schemes or as war

veterans.

For the projection of public pension expenditures it was also necessary to incorporate in
the projection the number of persons aged 40 to 50, as of July 2000, who did not opt for
the multi-pillar pension system and will, therefore, receive a pension from the first pillar.

For this purpose, this projection exercise made use of the information that 77 percent of
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employed persons aged 40 to 50 as of July 2000 did not opt for the multi-pillar pension
system.

Graph 3. Projected number of pensioners (in thousands)
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Source: UN, 2003; author’s projections.

The projection of public pension expenditures is based on the projection of the number of
pensioners, both those in the first pillar and those in the multi-pillar system. It also takes
into account the corresponding formulas for the calculation of benefits® as well as the
indexation at wages introduced at the beginning of 2004. The average gross pension in
the initial period is expected to be some 2,200 kuna.

Public pension expenditures are calculated for the baseline scenario, in which average
gross wages grow 6 percent annually, and for two alternative scenarios. In the high
average wage growth scenario, wages are assumed to grow at 7 percent annually, i.e. the
rate of average wage growth is higher than the nominal GDP growth. In the low average

¢ For those insured only in the first pillar, the following formula is applied:
(1)  Amount of pension = actual pension value = personal points = pension factor.

For those insured in both mandatory pillars, a two part formula is applied. For years of service
in the old system, the benelit is calculated in the same way as for those insured only in the
first pillar, and for years of service in the new system the so-called basic pension is calculated
in accordance with the following formula:

(2) Basic pension = 0.25 « actual pension value = personal points = personal factor + 0.0025
average wage in Croatia in 1998 indexed at the same rate as the actual pension value » years
of service in the new system.
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wage growth rate scenario, average wage growth is 5 percent annually. Results of the
projection are presented in Table 4.

Table 4. Projected public pension expenditures
in different scenarios (as % of GDP)

2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 change
Baseline scenario ' 13.1 # 13.6 A 13.5  13.1  12.0 | 104 9.2 8.0 7.0 6.3 -6.8

High average wage

) 13.2 144 149 151 141 129 11.8 105 94 8.7 -4.6
growth scenario

Low average wage

) 13.0 12.8 12.2  11.3 10.0 8.4 7.1 6.1 5.3 4.7 -8.3
growth scenario

Source: Author's estimates.

Projected public pension expenditures are expected to fall in all scenarios, the decreases
ranging from 4.6 to 8.3 percentage points of GDP. Such developments result from the
application of new legislation introduced with pension reform. The projection exercise
presented in this paper projects public pension expenditures in 2040 to reach 8 percent of
GDP, while in the projection made by Anusic, O'Keefe and Madjarevic-Sujster (2003), the
comparable figure is 8.2 percent of GDP, while in the projection made by Marusic (2001),
public pension spending is projected to be around 6 percent.

In the EU, public pension expenditures are at the same time expected to grow around 5
percentage points of GDP on average (Economic Policy Committee, 2003). Such a
difference in results between Croatia and the EU can be explained by two factors. Firstly,
most EU countries rely on PAYG pension schemes. Secondly, EU countries expect a large
inflow of pensioners belonging to the so-called baby-boom generation in the next decade,
while in Croatia the members of the baby-boom generation are mostly already retired.

To discern the effect of population ageing on public pension expenditures from other
factors, it is useful to decompose the results of the pension spending projection according
to the four explanatory factors driving the projected changes in its share of GDP. These
four factors are population ageing effect measuring changes in the ratio of persons aged
55 and over to the population aged 15 to 64, employment effect measuring changes in
the share of the population of working age that are employed, e/igibility effect measuring
the share of the population aged 55 and over that receive a pension, and benefit effect
measuring changes in the average pension relative to output per worker.
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Table 5 compares the changes in each of these ratios between 2005 and 20507, It is
obvious that the ageing effect is the only force driving public pension expenditures
upwards, and, with other ratios remaining at their initial level, the pure effect of
population ageing will result in an increase in pension spending in terms of GDP by 6.5
percentage points.

Table 5. Four key ratios to decomposing the growth
in pension expenditures in the baseline scenario
2005 2010 | 2015 | 2020 | 2025 2030 2035 2040 2045 | 2050 | % change
Dependency ratio* | 42.3 | 45.1 | 50.4  51.5  53.6 54.4 584 | 60.9 | 62.7 635 50.1

Inverse of 11635 161.1 152.1 147.7 145.0 144.2 1450 145.7 1450 1436 -12.0
employment ratio

Benefit ratio® 219 218 217 215 197 175 145 121 102 9.0 & -58.7
Eligibility ratio® 86.7 | 85.7 809 79.8 781 757 749 741 753 759 -12.4

Notes: 'Dependency ratio = population aged 55+ as % of population aged 15-64; *Inverse of employment ratio =
population aged 15 to 64 as % of number of persons employed; *Benefit ratio = average pension as % of GDP per
person employed: *Eligibility ratio = number of pension beneficiaries as % of persons aged 55+.

Source: Author's estimates.

3.3 Effects of Demographic Changes on Public Expenditures
on Health and Long-Term Care

The expenditures on health and long-term care are considered to be highly related to age
and therefore are projected within the assessments of long-term fiscal implications of
ageing. According to the standard methodology, public expenditures on health and long-
term care should be projected separately. In the case of Croatia, however, it is not
possible to disentangle long-term care expenditures and total healthcare expenditures.
Therefore, long-term care expenditures will be for the purpose of this paper considered as
part of health expenditures. For the sake of simplicity, it will also be assumed that the
age profiles for public expenditures on long-term care correspond to those for public
expenditures on healthcare.

Since there are, unfortunately, no data available on age profiles for public expenditures

on healthcare in Croatia, this exercise will be based on the assumption that average

7 The following equation is used:

(3) PensionsSpending _ AveragePensionBenefit ,  Pensioners Population(55+) , Population(15—-64) .

— *

GDP GDP/Employment Population(55+) Population(15 - 64) Employment

For further information see Dang et al. (2001).
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expenditures per head on healthcare for different age groups (expressed as a share of
GDP per capita) correspond to the typical age distribution of healthcare expenditures in
EU member countries. Justification for such an assumption can be found in the fact that
average expenditures per head on healthcare for different age groups are quite similar
across EU countries, so that one can believe that the age distribution of healthcare
expenditures in Croatia could not significantly differ from the European pattern.® Due to
the fact that projections started from an estimation of the age profiles for public
expenditures on health and long-term care, and not from the exact data, in order to avoid
the stacking of miscalculations, it is taken that there are no significant differences
between the age profiles for males and females.

The distribution of average expenditures per head on healthcare in Croatia is estimated
on the basis of the average distribution in EU countries, but applying this distribution to
total expenditures on health and long-term care in Croatia. The figure for the total
expenditures on healthcare refers to 2001, since this is the most recent year for which
official data on healthcare expenditures are available. In 2001, the total expenditures on
health and long-term care in Croatia were as high as 8.2 percent of GDP, which is rather
high compared to the European weighted average of 6.6 percent of GDP in 2000. The
estimated age profiles for public expenditures on health and long-term care in Croatia are
presented on Graph 4.

The projection of public expenditures on health and long-term care in Croatia is carried
out using the assumption that expenditures per head on health and long-term care grow
at exactly the same rate as GDP per capita. The relative magnitudes of expenditures per
head across age groups are considered to be the same in all projection years, and to be
the same as in the base year profiles. Projections are made for all the four demographic
projection variants and presented in Table 6.

According to the results obtained, the pure consequence of demographic changes on
expenditures on health and long-term care over the projection period would be around
1.3 percentage points of GDP in the medium variant, i.e. between 0.8 and 1.8 percentage
points in other demographic projection variants. The result is somewhat more optimistic
than the one obtained for the EU countries, where ageing is projected to raise health and
long-term care expenditures between 2000 and 2050 from 1.7 to 3.2 percentage points of

8 In the recent study by Bezdék, Dybczak and Krejdl (2003) on fiscal implications of population
ageing, we can see that the age distribution of healthcare expenditures in the Czech Republic is also
very similar to the typical age distribution of healthcare expenditures in the old EU countries.
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GDP or 2.2 percentage points on average, when calculated using the same approach as
the one in the projection of health and long-term care expenditures for Croatia (European

Policy Committee, 2003).

Graph 4. Estimated age profiles for public expenditures
on health and long-term care
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Table 6. Projected public expenditures on health and long-term care
for all demographic projection variants (as % of GDP)

2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 change
Medium variant 8.2 8.4 8.7 8.7 8.8 8.9 9.2 9.3 9.4 9.5 1.3

High variant 82 84 85 86 87 89 90 91 91 90 08
Low variant 8.2 8.4 8.6 8.8 8.9 9.2 9.4 9.7 9.8 10.0 1.8
Constantfertiity | g, | g, g6 87 89 91 93 95 97 98 16
variant

Source: Authors estimates.

It should be stressed that the projections of the development of health and long-term care
costs in Croatia should be taken with caution, since they result from the application of a
large number of assumptions. It would therefore be important that institutions in Croatia
(e.g. the Croatian Institute for Health Insurance) provide data that are necessary for
better quality results of such analysis, in particular data on health and long-term care

expenditures by age groups.
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The approach used in this exercise is relatively simple, but has at least one drawback. It
ignores the concentration of health expenditures at the end of life irrespective of age at
death, and tends to overestimate the impact of demographic changes on overall
expenditure level. Therefore, the Economic Policy Committee working group on ageing
populations suggests producing the optional scenario that takes account of the
concentration of health expenditures towards the end of life. Such a scenario implies
running projections which include estimates of so-called death-related costs. Although
the results of such projections would be interesting for Croatia, their production requires
a higher reliability of input data than in the Croatian case, and they cannot be carried out
within the current exercise.

3.4 Effects of Demographic Changes on Revenues
From Social Security Contributions

As previously mentioned, in the case of Croatia it also seems reasonable to run
projections of the long-term effects of ageing on revenues from social security
contributions. Two projections have been made, one for the contributions for pension
insurance, and one for all other types of contributions. The contributions for health and
unemployment are treated together because they share the same calculation base and
differ only in the rates applied.

As for the revenues from pension contributions, they are based on the projection of the
number of employees in the first pillar only, for which a 20-percent rate is applied, and
on the projection of the number of employees in the multi-pillar system, for which a 15-
percent rate is applied. It is assumed that average gross wages will develop
proportionally for both groups of insured persons. It is also assumed that the compliance
of contributions will gradually improve from the initial 85 percent to 94 percent in 2050
(a similar assumption is made by Anusic, O'Keefe and Madjarevic-Sujster, 2003).

The results of the projection presented in Table 7 reveal that the decrease in collected
pension contributions, resulting from both changes in legislation and demographic
developments, could be as high as 3.6 percentage points of GDP, i.e. between 3.1 and 4
percent if the alternative demographic projections are also taken into account.

The projection of revenues from other social security contributions is simple, and consists
in applying statutory rates to the average gross wage of employed persons. It is also
based on the assumption of gradually improved collection of contributions from 85
percent in 2005 to 94 percent in 2050.
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Table 7. Projected revenues from pension contributions for all demographic
projection variants (as % of GDP)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 | change
Medium variant 7.6 7.5 7.1 6.5 6.0 5.7 5.2 4.7 4.4 4.1 -3.6

High variant 1.7 7.7 7.2 6.7 6.2 5.8 5.5 5.1 4.8 4.6 -3.1
Low variant 7.7 7.7 7.2 6.6 6.0 5.6 5.1 4.6 4.1 3.7 -4.0
Constant-fertility

) 7.7 7.7 7.2 6.6 6.1 5.6 5.2 4.7 4.3 3.9 -3.8
variant

Source: Author's estimates.

Due to the reduction in the number of employed persons caused by demographic factors,
other revenues from social security contributions will also fall according to the projection
(see Table 8). In the scenario based on the medium demographic projection variant, the
projected fall in collected revenues from other social security contributions amounts to 3
percentage points of GDP over the projection period, and in alternative scenarios between
2.5 and 3.5 percent.

Table 8. Projected revenues from other social security contributions
for all demographic projection variants (as % of GDP)
2005 2010 | 2015 2020 | 2025 2030 | 2035 2040 2045 2050  change
Medium variant 77 78 76 74 69 66 59 | 54 50 | 47  -3.0

High variant 78 | 80 | 78 | 75 | 71 67 63 59 | 55 53  -25
Low variant 7.8 8.0 7.8 7.4 6.9 6.4 5.8 5.3 4.8 4.3 -3.5
Constantfertiity | 74 | g4 78 75 70 65 59 54 49 | 45 | -33
variant

Source: Authors estimates.

These simple calculations show that the pure effect of demographic changes together
with the effect of the changes in legislation regulating pension contributions could lead
to a significant reduction in collected social security contributions, which currently
provide approximately one third of total general government revenues.

Although the simulations of developments carried out in this exercise should not be
considered as forecasts, but rather projections of possible outcomes, they may indicate
that demographic changes could lead to important changes in the size and structure of
government revenues and expenditures. The next section will try to assess the effects of
these changes on the overall sustainability of public finances.
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4 Assessment of the Sustainability of
Public Finances in Light of Ageing Populations

After the so-called age-related expenditures are projected, as well as the revenues that
could be treated as being determined by demographic developments in the Croatian case,
it is possible to assess the long-run sustainability of public finances. For this purpose,
standard methodology developed by the Economic Policy Committee working group on
ageing populations will be applied. This methodology consists of a two-step procedure.
In the first step, the evolution of the budget balances and debt levels is extrapolated on
the basis of baseline projections. The second step consists of the calculation of different
synthetic indicators of the required adjustment effort. Both sets of sustainability tests

will be done for Croatia.

4.1 Extrapolation of Debt and
Budget Balance Developments up to 2050

First, the long-term sustainability of public finance will be assessed by extrapolating debt
and budget balance developments up to 2050. As suggested by the EPC working group,
sustainable public finances will be defined as those complying with the budgetary
requirements of EMU, i.e. avoiding excessive deficits, keeping debt levels below the 60
percent of GDP reverence value, and respecting the “close to balance or in surplus”
requirement of the Stability and Growth Pact (European Policy Committee, 2001). A
breach of the reference values for either budget balance or debt during the projection
period indicates that there may be a risk of budgetary imbalances emerging due to ageing
population and that measures may be required to ensure the sustainability of public
finances (European Commission, 2003.)

In order to verify whether current fiscal policy in Croatia meets the sustainability
requirements in the long-run, several tests have been undertaken: a baseline test and
seven stress tests. In accordance with standard methodology, a baseline test is run by
extrapolating budget balances and debt levels on the basis of the baseline projections of
age-related expenditures and revenues. The starting position in terms of the current
budget balance, level of debt, primary spending and revenues other than social security
contributions are the figures for 2005 reported by the Ministry of Finance in its Fiscal
policy guidelines for 2005-07 period (“Nacela fiskalne politike za razdoblje 2005. — 2007.
godine’”, Ministry of Finance, 2004).
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It is further assumed that revenues other than social security contributions as well as
non-age related primary expenditures will remain stable as a share of GDP at the 2005
level over the projection period, interest-growth differential remains at around zero®, and
age-related expenditures and social security contributions evolve in line with previously
presented projections. Seven stress tests have been carried out in order to test the
sustainability of public finances under different circumstances. Three stress tests are run
using different demographic projection variants. The other two stress tests are done by
setting the initial total and primary budget balance at a level 1 percentage point
more/less favourable compared with the baseline scenario. The remaining two stress
tests assume the interest rate-growth rate differential as being higher/lower by 1
percentage point.

The budget balances that result from the extrapolation up to 2050 are presented in Table
9, and the debt levels in Graph 5. It is obvious that in every scenario the fiscal balance,
already rather unfavourable in the initial period, deteriorates even further as a
consequence of pure demographic changes. In the baseline scenario, the budget balance
resulting from the projections reaches a level of 11.8 percent of GDP, and a level of debt
of 167 percent of GDP in 2050.

Table 9. Projected budget deficits in different scenarios (as % of GDP)
2005 2010 2015 2020 | 2025 | 2030 2035 | 2040 | 2045 | 2050

Baseline scenario -3.7 55 69 -81 -90 -89  -10.0 -10.5 -11.1 -11.8
High demographic variant -3.7 51 62 -73 -9 -78 -78 -78 -76  -7.5
Low demographic variant -3.7 51 -63 -76 -86  -90  -96 -10.3 -11.2 -12.3
S::;;?”t'fe””'ty demographic | 57 | 51 63 76 -84 87 92 98 -104 -113

Higher interest-growth

) . -3.7  -70 -89 -10.7 -12.4 -13.4 -152 -17.0 -189 -21.2
differential

Lower interest-growth 37 | -42 51 57 -59 52| -55|-54 .53 -54

differential
Better initial budget balance -27 -46 -56 -63 -67 -61 -64  -64 -64  -65
Worse initial budget balance -47  -66  -82 -94 -104 -104 -11.2 -11.8 -12.3 -13.0

Source: Author’s estimates.

? A nominal interest rate of 6 percent is assumed, and a nominal growth rate of 6. 1 percent resulting
from the assumption of 2.5 percent inflation and 3.5 percent real growth rate. A 6 percent nominal
interest rate is also assumed in EPC working group projections.
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The budget balance remains negative throughout the projection period in all scenarios
even though the simulations are based on a projection of the budget balance for 2005
that assumes fiscal consolidation and improvement of the budget balance compared to
the preceding year. The most dramatic developments can be expected if the interest rate
increases above the level of the nominal growth rate, in which scenario the budget
balance could reach 21 percent of GDP in 2050. Very high levels of deficit would also
result from a higher initial budget balance and fertility rates lower than in the medium
demographic projection variant.

Graph 5. Projected public debt ratio in different scenarios

300

250 . : - : : /
200

o /
/ x/x
— . & ==
100 é 2 :ﬁ = =
50 1

Public debt (as % of GDP)

2005 2010 2015 2020 2025 2030 2035 2040 2045 2050
=& Baseline scenario —®— High demographic variant
Low demographic variant —¢— Constant-fertility demographic variant
—*— Higher interest-growth differential —8&— Lower interest-growth differential
—+— Better initial budget balance —=— Worse initial budget balance

Source: Author's estimates.

Starting from 56 percent of GDP in 2005, the debt ratio breaches the debt requirement of
60 percent of GDP already in 2010 in all the scenarios except the low interest-growth rate
differential scenario, where the requirement is breached in 2015. The sustainability is at
highest risk in the alternative scenario assuming a higher interest rate-growth rate
differential, and this scenario leads to a debt ratio of 255 percent of GDP in 2050. High
risk is also coupled with a worse initial budget balance and demographic developments
resulting from low or constant fertility rates.
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4.2 Synthetic Indicators of the Required Adjustment Efforts

In accordance with standard methodology, there are different measures that provide an
estimate of the scale of budgetary adjustment required for a sustainable public finance
position to be reached.

A first synthetic indicator considers the difference between the projected primary surplus
based on the projections and the primary surplus necessary to ensure a balanced budget
in all the years of the forecasts. Such a synthetic indicator is calculated for Croatia for the
baseline scenario. The calculated required primary balance and the projected primary
balance are shown in Graph 6. As can be seen from the graph, the difference between
them is large over the entire projection period, and amounts to 2.7 to 4.7 percentage
points of GDP.

Graph 6. Projected and required primary balance in the baseline scenario
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A second synthetic indicator is the measure of the tax (financing)'® gap. This measures
the difference between the current tax ratio and the constant tax ratio over the projection

10 The EPC working group previously called these indicators “tax gaps”, but in its recent documents
it suggests using the term “financing gap”, since the previously used term could lead to the wrong
conclusion that it is the tax ratio that should be changed if the public finance position proves to be
unsustainable in the long-run. Instead, the positive financing gap should be considered as an
indication that an appropriate combination is needed of changes on both the revenue and the
expenditure side of the budget.
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period necessary to achieve a pre-determined debt level at a specified date in the future.
The EPC working group calculates three gaps. T-1 measures the difference between the
current and constant tax ratio required to reach the same debt level in 2050 that would
result from a balanced budget position being maintained over the entire projection
period. T-2 measures the difference between the current and constant tax ratio required
to reach a debt level of 40 percent of GDP in 2050. The T-3 measure is similar to tax gap
measures found in economic literature based on the present value budget constraint. It
indicates the change in tax revenues as a share of GDP that would guarantee compliance
with the intertemporal budget constraints of the government. It equates the actualised
flow of revenues and expenditures over an infinite horizon (Economic Commission,
2003; Economic Policy Committee, 2003).

For Croatia, all three financing gap measures are calculated. In addition, a fourth
financing gap measure is included, measuring the difference between the current and
constant tax ratio required to reach a debt level of 60 percent of GDP in 2050. The
calculated indicators measure the required change in government revenues (as a
percentage of GDP) other than revenues from social security contributions, since those
revenues are projected separately and treated as being dependent on demographic
changes.

The results of the calculation of financing gaps are shown in Table 10.'"" A positive
financing gap implies that revenues other than social security contributions should be
increased, or that non-age related expenditures should be reduced, or that further

1" The applied formula for the T-1 to T-3 financing gaps is as follows:

5 5 ,
4) r—n Bages —Daoso (L+ 1 =)™ + Z A+r-n""gume — Z(l+ I —n)"*SSCop0s.i
=)

i=1 NAR 7

+9

T on 1-@+r-n)*
where g"® is the actual share of non-age related expenditures on GDP (assumed to remain
constant), ssc is the share of social security contributions on GDF, g% the share of age-related
expenditures on GDP, b debt ratio, r is the nominal interest rate, and n is the nominal growth rate
(both assumed to be constant).

The formula for the T-4 gap is as follows:

() r (1+Hj_b+i§gpa+n)l+ g, [HJJAE_ESSC(1+n)|_ ssc (1_*_7”}457
r-n t ) @+r) (r-n)\1+r (L+r)! (r-n\1+r

where t is the actual share of tax revenues on GDP (assumed to remain constant), and g’ is a share
of primary expenditures on GDP (assumed to remain constant after 2050).
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reforms of the pension or healthcare system should be undertaken in order to reduce the
impact of ageing on government expenditures.

Table 10. Financing gap indicators in different scenarios (as % of GDP)

T-1* T-22 1-3% T-4*
Baseline scenario 3.7 2.9 2.3 2.4
High demographic variant 3.1 2.2 0.7 1.8
Low demographic variant 3.9 3.1 3.6 2.6
Constant-fertility demographic variant 3.7 2.9 3.0 2.5
Higher interest-growth differential 4.3 3.8 4.9 3.5
Lower interest-growth differential 3.2 1.9 -1.1 1.2
Better initial budget balance 2.6 2.8 1.3 1.3
Worse initial budget balance 4.7 3.9 3.3 3.4

Notes: 'T-1 = difference between the current and constant tax ratio required to reach the debt level in 2050 that
would result from a balanced budget position over the entire projection period, °T-2 = difference between the
current and constant tax ratio required to reach a debt level of 40 percent of GDP in 2050; °T-3 = difterence
between the current and constant tax ratio required to reach a debt level of 60 percent of GDP in 2050; *T-4 =
change in tax ratio that would ensure the intertemporal budget constraints of the government were respected.
Source: Author's estimates.

The financing gaps, assuming positive values in all scenarios, indicate the necessity of
fiscal adjustment if the sustainability of public finances is to be maintained in the long-
run. The size of the adjustment varies depending on the definition of sustainability, i.e.
the choice of the reference value. If the goal of fiscal policy is a debt ratio in 2050 of the
same size as that in the initial period, a fiscal adjustment of the size of 2.6 to 4.7
percentage points of GDP (depending on the underlying assumptions) throughout the
projection period is required. If the targeted debt ratio in 2050 is to meet the reference
value of 40 percent of GDP, the required adjustment effort would be between 1.9 and 3.9
percentage points of GDP. The third calculated financial gap suggests that the flow of
revenues and expenditures would be equalized over an infinite horizon if a fiscal
adjustment of 0.7 to 4.9 percentage points of GDP took place in all the years in the
projection period. Only in the case of a negative difference between the interest and
growth rate, could the intertemporal budget constraint of the government be obeyed even
without any fiscal adjustment. The sustainability gap measured by the T-4 indicator is
less strict than the one measured by the T-2 indicator, requiring the debt level to
converge to 60 percent of GDP in 2050. As is shown in Table 8, an adjustment of the size
of 1.2 to 3.4 percentage points of GDP would be needed for public finance to comply with
such a sustainability requirement.
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5 Conclusions

The analysis presented in this paper indicates that, in spite of the introduction of pension
reform, Croatian public finances are highly sensitive to demographic changes. The long-
term sustainability tests reveal a clear risk of emerging budgetary imbalances caused not
only by demographic changes, but also by the initial budgetary set-up. To insure
sustainability, an improvement in the budget balance and debt reduction as soon as
possible are essential. In order to minimize the negative budgetary implications of
ageing, healthcare expenditures as a share of GDP should be reduced and better control
should be achieved over public expenditures on health, especially by controlling the
evolution of age-related expenditures. Efforts should be made to increase compliance of
social security contributions.

The budgetary implications of ageing should be permanently assessed, and efforts should
be made in order to develop methodology and to include other age-related budgetary
items in the assessment. In future assessments, non-demographic factors influencing the
evolution of government expenditures and revenues should also be considered. It will be
necessary to improve the statistical basis for the analysis, and also to take into
consideration qualitative information while reaching policy conclusions. Additional
sensitivity tests should also be carried out.
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The Determinants of Wages in Croatia:
Evidence from Earnings Regressions

Abstract

The paper explores the determinants of wages in Croatia by using individual record data
from the Labor Force Survey for the second half of 2003. Both ordinary least squares
and quantile regression estimates of the returns to education, experience and gender are
presented. The paper also presents occupation and regional effects on remuneration
differentials. Special attention is given to the public-private sector wage gap and its
variation across the wage distribution. The study finds that the average public sector
wage premium is around 9%. Relatively low-paid workers benefit more from working in
the public sector than high-paid workers do. The premium decreases with the education
level. Conditional wages of the employees in education sector show that they are the
worst positioned among public sector industries. Variance decomposition reveals
education and occupation as two major observable causes of wage differentials in
Croatia.

Keywords: returns to education, public sector wage premium, quantile regression, Croatia
JEL Classification: J31, P23
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1 Introduction

This paper analyzes the structure of wages in Croatia in the early 2000s using both OLS
and quantile regression techniques. It aims to assess the returns to various individual
characteristics, as well as the effect of observed job and employer attributes upon wages.
Within this background, the emphasis is given to the returns to education and the public-
private sector wage gap.

The determinants of wages estimated by earnings regressions have been under
examination in developed countries for a long time. In the last decade, empirical research
on the topic has been accompanied with studies for transition countries (see e.g. Orazem
and Vodopivec, 1995; Rutkowski, 2001; Skoufias, 2003). In the case of Croatia, a
majority of earnings analyses has been performed by looking at average wages, their
evolution in time and cross-section comparisons, without explicit estimation of wage
regressions. For example, Nesti¢, Lovrin¢evi¢ and Mikuli¢ (2001) compare average
wages in public administration and manufacturing industry in Croatia and observe higher
average wages in public sector. They conclude that one of the reasons for that is higher
education of employees in that sector, but they did not estimate the impact. The only
formal estimation of earnings functions for Croatia was undertaken by Bisogno (2000),
with the input data for 1998 and by the use of OLS technique.

Another strand of earnings analyses in Croatia was related to the public sector wages in
the context of public administration reform and fiscal consolidation. World Bank (2002)
reported that public sector wages in Croatia absorbed around 12% of GDP, much more
than the average for the Central and Eastern European countries, and that this was more
attributable to relatively high wages in public administration than to overstaffed public
sector. One of the policy recommendations that followed was to contain public sector
salaries. On the other side, unions claim that public sector employees are underpaid and
that their relative position, compared to the private sector, has worsened recently. The
main argument for the claim is found in the comparison of average wages in industry
and pubic administration. The factors behind differences in the averages of private and
public sector wages were completely left aside in this discussion.

This paper goes well beyond average wages for certain groups of employees. It uses
individual record data from the Labor Force Survey as a base for wage regressions and is
intended to provide a detailed description of the determinants of wages in Croatia.
Moreover, quantile regression techniques employed in the study allow for exploring the
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effect of each of the explanatory variables across the whole distribution, rather than just
the effect upon the mean like in least squares estimates.

The paper is structured as follows. Section 2 presents the data sources and preliminary
evidence on wage distribution in Croatia. Section 3 contains model specification. Section
4 comments on the major findings in wage equation estimate such as the effects of
education, experience, gender, occupation, firm size and location. The impact of each of
the explanatory variable on the dispersion of conditional wage distribution is estimated
as well. Section 5 is devoted to the public-private sector wage gap. In addition to the gap
estimated in general case, gap is also estimated at various education levels, for males and
females separately, for different coverage of public sector and for several most common
occupations. The return to education is presented in the Section 6. Section 7 provides the
results of variance decomposition aimed at estimation of relative importance of the
different factors explaining wage inequality. Section 8 offers concluding comments.

2 Data Description

The data employed in this study was obtained from Labor Force Survey (LFS) for the
second half of 2003. The survey was carried out by the Central Bureau of Statistics
(CBS) and administered to a random sample of Croatians living throughout the country.
It covered 7,070 households and 19,529 resident individuals of all ages and employment
status. For the purpose of this study, the sample was restricted to those over 15 years of
age, who were in paid employment and were not self-employed. The latter is because
entrepreneurial skills and capital invested in self-employment generate remuneration that
cannot be separated from payment for work. Occasional and family workers were
excluded also as their earnings exhibit an unclear link to human capital attributes. A total
of 4,825 individuals were left in the sample. The survey collects information on usual
monthly wages on the main job (net of contributions and taxes) and hours of work
usually performed per week, thus making it possible to obtain hourly wage rates. Hourly
wages were preferred so as to compensate for possible differences in wages stemming
from variations in working hours. There is also abundant information on individual
characteristics such as gender, age, actual work experience and education but also on
employer and job characteristics, among which we use firm size, industry, ownership
status, occupation and working conditions.
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Table 1. Summary statistics of wage distribution

Mean wage Median wage

No. of obs. per hour Std. dev. per hour q0.9/q0.1  q0.75/q0.25
All 4825 21.26 11.25 18.75 2.80 1.77
Females 2211 20.00 10.03 18.13 2.82 2.00
Males 2614 22.32 12.09 20.00 2.89 1.73
Public sector 2182 23.86 9.70 22.50 2.50 1.58
Private sector 2643 19.11 11.98 15.63 2.96 1.75
Unfinished primary 84 15.67 7.25 13.75 2.33 1.56
Primary 632 15.92 7.86 14.88 2.19 1.50
Voc. secondary 1630 17.94 7.95 16.25 2.57 1.75
Gen. secondary 1501 20.84 8.81 20.00 2.40 1.60
2-year college 372 27.13 13.39 25.00 2.14 1.43
College graduate 563 32.96 13.83 30.00 2.63 1.50
Postgraduate 43 46.80 20.37 43.75 2.67 1.36

Data source: LFS 2003/11.

Table 1 presents summary statistics of wage distribution for sampled individuals while
means and standard deviations of variables used in the study can be found in Table Al in
the Appendix. There are 46% of women in the sample, and around 45% of employees are
working in the public sector. It has to be noted that public/private sector distinction here
is based on the ownership status.' In that way, public sector is defined in a wide sense,
enterprise included. About 15% of workers have got only primary school education or
lower, while on the other hand, some college or postgraduate degree accounts for 21% of
workers in the sample. Secondary education obviously prevails among Croatian workers.

The average wage for workers from the sample is a little over 20 kuna per hour. The
wage rate is, on average, higher for men than for women, and higher for public sector
employees as compared to private sector employees. As expected, the higher the
educational level, the higher the average wage rate associated with it. It can be noted that
all the averages considered here are unconditional means, meaning that none of the

' Such a classification follows from the survey questionnaire, where surveyed individuals
(employees) are asked to position themselves among those “working in state-owned enterprises,
institutions and organizations”, “working in enterprises undergoing the process of privatization”,
and “working for employers in the private sector”. In this study, the first two categories (of which
the second one is minor) are considered the public sector. Regardless of definition, relatively high
portion of employment in the state-owned sector reminds once again on the disproportionate role
of the Government in the economy, and to the need to give stronger role to the private sector as
still-standing policy goal in Croatian transition to full-flaged market economy.
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differences in the stock of human capital or job characteristics of selected groups were
taken into account. The means are, however, sensitive to outliers. Therefore, median
wages are also presented as well as selected quantile (percentile) ratios for specific
groups. The median wage is lower than the mean wage for all groups, indicating that the
distributions are skewed to the right. Quantile ratio 0.9/0.1 of 2.8 for the total sample
seems rather low by the standards of industrialized countries, suggesting rather
compressed distribution of hourly wages.? Also, this may indicate a problem of
underreporting, presumably more pronounced at the upper tail of the distribution. It
seems that there are no striking differences in 0.9/0.1 and 0.75/0.25 quantile ratios
between wage distributions for males and females, or between wage distributions for
workers with different educational attainment. However, public sector wages seem less
dispersed than private sector wages.

A more informative comparison of distributions can be provided by quantile-quantile
plot. This kind of graph relates quantiles of the variable on the vertical axis to quantiles
of the variable on the horizontal axis. A point at the symmetry line indicates that a
quantile of one distribution has the same value as the corresponding quantile of the other
distribution. Figure 1 contains two plots of wage distributions separated by gender and
sector. The upper panel of the figure provides quantile-quantile plot of distributions of
log hourly wages for male and female workers. Most of the observations are slightly
above the diagonal line, implying that wages for male workers are a bit higher than
wages for female workers for comparable quantiles of wage distributions. At lower to
middle quantiles the difference is quite small, but when approaching higher quantiles, the
male/female wage gap becomes larger. In other words, among higher-paid workers there
is a larger relative discrepancy between male and female wages than among lower-paid
workers. The lower panel of Figure 1 shows a quantile-quantile plot of log wage
distributions for public and private sector workers. It can be seen that public sector
wages are higher than private sector wages at lower and middle quantiles, while at higher
quantiles private sector workers are generally paid more. This evidence illustrates the
importance of investigating wages at different points of distribution.

2 Gini coefficient of hourly wages calculated from our sample is 0.25, which is lower than in other
transition countries, where it is around 0.30 as reported in Rutkowski (1991). Compressed wage
distribution in Croatia is observed also in Rutkowski (2003).
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Figure 1. Quantile-quantile plots of empirical distributions

(a) Distributions of log wages for males and females
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The observed (unconditional) wage differential between male and female or between
public and private sector employees could be due to a difference in the stock of human
capital, which further implies different productivity. As part of the preliminary evidence,
Table 2 suggests that formal education could be an important factor in explaining sector-

136



based wage differences. Observed higher wages in the public sector may be due to the
fact that public sector employees are better educated than their counterparts in the private
sector, at least if judged by the share of post-secondary education. However, it seems that
education differences could not help much in explaining gender-based wage differentials
as employed women are generally better educated than employed men.

Table 2. Educational attainment of employees by sector and gender (in %6)

Private sector State sector Male Female
Unfinished primary 1.8 1.7 2.3 1.1
Primary 13.6 12.5 12.9 13.3
Vocational secondary 41.8 24.1 42.8 23.2
General secondary 30.7 31.6 25.9 37.3
2-year college 4.7 11.4 6.3 9.4
College graduate 7.2 17.0 8.8 15.0
Post-graduate 0.2 1.7 1.0 0.8

Data source: LFS 2003/11.

3 Model Specification

The earnings functions used in this study follow the standard Mincer-type specification
(Mincer, 1974), where the log wage rate is regressed to the set of variables representing
individual characteristics of workers, but also job and company characteristics. In
addition to the model estimated by OLS, the quantile regressions are run to enable
further insight into the structure of wages.

Quantile regression techniques allow exploring the effect of each of the explanatory
variables across the whole distribution, rather than just the effect upon the mean like in
least squares estimates.® An estimation procedure in the quantile regression model can be
viewed as the problem of minimizing a sum of absolute residuals.* To put it simply, the
solution at different quantiles is found by asymmetrical weighting of absolute residuals.

3 The quantile regression model was originally introduced by Koenker and Bassett (1978). For the
notion of quantile regressions, see Koenker and Hallock (2001), while for a more detailed
exposition of recent advances in the technique see Bushinsky (1998).

* Quantile regression models are also known as least absolute value models (LAV or MAD) and
L1-norm (from minimizing L1-norm of vector of deviations) models. Historically, the method of
least absolute deviations was first proposed by renowned Croatian scientist Ruder BoSkovi¢ (aka
Ruggero Giuseppe Boscovich) in his observations on the Earth’s flattening in 1757, even before the
least squares work of Gauss in 1809. For a brief exposition of BoSkovi¢’ method see, for example,
Teunissen (2000).

137



For the estimation at lower quantiles, the higher weights are given to the negative
residuals, and the opposite is done at upper quantiles. Unlike some other estimation
procedures aimed to characterize different parts of distribution, here the estimation is
performed using all available observations.

The quantile regression model is formulated as
1) InW, = X/8, +u,, Quant, (InW, | X,) = X/8,,

where In W; denote the log wage of worker i, X; is a vector of explanatory variables, Xj; =1,
and S, is a vector of coefficients. Quant, ( InW |X ) denotes 6th conditional quantile of
InW, conditional on the regressor vector X. Partial derivative of the conditional quantile
of InW with respect to regressor j, oQuant, ( InW | X') / ox; could be interpreted as the
marginal change in the #th conditional quantile due to marginal change in the j th
element of X. When X contains a set of distinct variables, than every one of these
derivatives is given just by fy; , measuring marginal change mentioned above. An
interesting case would appear if the S, coefficients vary systematically across 6’s,
indicating that the marginal effect of particular explanatory variable is not uniform
across different quantiles of the conditional distribution of Inw.

Quantile regressions are estimated at five points of the log (hourly) wage distribution;
0.10, 0.25, 0.50, 0.75 and 0.90 quantiles. In order to take into account a correlation
among the various quantile regressions, the quantiles are estimated simultaneously, thus
allowing a formal comparison of coefficients describing different quantiles. Estimations
of standard errors are obtained via bootstrapping using 50 replications.’

Vector X used in the empirical estimation in this section includes variables representing
education, experience, occupation, company size and region, and dummy variables for
women, immigrants, non-regular working hours, rural area and public sector employees.

Education is defined by a set of seven dummy variables, describing the highest degree
obtained.® A dummy takes the value 1 if a person holds a degree and O otherwise. In

5 In quantile regressions, the bootstrap standard errors could be preferable to those calculated
analytically as suggested by Rogers (1992). In this study, estimation procedures are performed
using STATA software package.

© Concerning educational attainments, an alternative was to use the number of years of formal
education. However, preliminary runs including quadratic specification showed lower explanatory
power of this variable.
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regressions, unfinished primary school dummy is omitted. Work experience is defined as
the total years of actual employment, including experience with former employers.
Occupation is represented by a set of dummy variables for each of the ten occupation
categories defined according to standard (ISCO) classification. The omitted category is
elementary occupation. There are four dummies for company size, defined with respect
to the number of employees. The dummy for firms with the less than 10 employee is
omitted in regressions’. The region variable consists of five dummies for territorial units
defined according to a NUTS-2 proposal for Croatia that was made by a CBS-appointed
task group in 2004 (not yet officially adopted). Each regional dummy takes the value 1 if
an individual lives in the region and 0 otherwise. The dummy for Northern Croatia is the
referent category. The dummy variable for living in a rural area takes the value 1 if an
individual lives in a rural area and 0 otherwise. The dummy for immigrants takes the
value 1 if someone has come from abroad to the current place of residence since 1991,
the year when Croatia declared its independence and when war operations in the wider
region began.? The dummy variable for non-regular working hours is defined in order to
pick up the effect of bad working conditions and takes the value 1 in two cases: (i) if one
always works nights, and (ii) if one sometimes works nights and sometimes on Saturdays
and sometimes on Sundays.’ In all other cases this dummy takes the value 0. The public
sector dummy takes the value 1 if an individual works in state-owned institutions and
enterprises, and 0 otherwise. A set of fourteen dummies for industry affiliation is

7 Oi and Idson (1999) find that the wage gap in large enterprises over small firms is rather large.
They provide several theoretical explanations that might be also relevant for Croatia, from
monitoring costs and efficiency wages to some productivity hypotheses. However, the aim of this
variable in our study is not just to account for possibly different practices in the wage setting
among companies of different size, but also to check for bias in underreporting. Anecdotal evidence
suggests that the practice in small privately-owned firms is to pay a portion of the earning in a
regular way, including taxes, and another portion in cash without proper documentation or tax
obligations. In that case, one can imagine that an employee interviewed within LFS reports only a
regular part of the earnings, for she might consider only this part of the earnings the “usual
monthly wage on the main job”.

& “Immigrant” is possibly not a fully correct term since most of individuals entering Croatia in
post-1991 period are ethnic Croats having Croatian citizenship and arriving from neighboring
countries, without need to go through any specific administrative procedure usually connected with
immigration. This variable is chosen to account for some specific problems of adoption that can be
reflected in wage differentials.

° This criterion might seem rather weak in describing “bad” working conditions, but only 16
percent of Croatian workers were exposed to such conditions. Apart from the
always/sometimes/never distinction in working at nights and weekends, other indications of
waorking conditions were not available in the Labor Force Survey.
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included in only one regression specification, aimed at exploring industry wage
variations. Otherwise, the industry variable is not used.*

4 Wage Function Estimates

Table 3 presents the coefficients obtained in OLS and quantile regression estimates of
wage function in Croatia. The overall explanatory power of the regressions seems
satisfactory. Most of the coefficients are significant at a 5% level. A log-linear
specification of the wage function allows us to treat the coefficient (if multiplied by 100)
as a percentage change in conditional hourly wage that was due to marginal change in a
corresponding regressor. Since explanatory variables are mostly defined as dummy
variables, interpretation of the coefficients should be done relative to the omitted
category. For instance, coefficients for general secondary education in the OLS estimate
indicate that average wage for a worker who completed general secondary school is
expected to be 21% higher than wage of a worker who did not finish primary school, all
other characteristics being equal.

Some of the estimated coefficients are quite uniform over the whole range of distribution
(i.e. similar at different quantiles of the conditional wage distribution) and consistent
with the least squares result. However, some coefficients are largely different for various
quantiles. The statistically significant difference in the coefficients at the lower and
upper quantiles suggests that a corresponding variable is associated with an increase or a
decrease in the dispersion (inequality) of conditional wages. Table 4 reports on the
“coefficients” that are in fact the differences between the 0.9 and 0.1 quantile
coefficients, and the 0.75 and 0.25 quantile coefficients. For a variable with significant
and positive differences, its marginal effect increases as one moves along the distribution
that further implies spreading out the conditional wage distribution, and vice versa.
Interpretation of the results presented in Table 4 will be parallel to that referring to Table
3.

1 Although industry wage differentials might be substantial, inclusion of the industry variable to
account for unobserved differences in ability is questioned by Krueger and Summers (1988).
However, industry wage differentials in Croatia might be affected by ownership, since there are
industries that are clearly dominated by state-ownership such as utilities, education, health care
and public administration. Since this study is more interested in ownership effect and wants to have
it distinguished from industry effect, variables for industry affiliation are not used in the analysis,
unless otherwise stated.
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Table 3. OLS and quantile regressions (dependent variable: log wage per hour)

oLs Quantile
0.10 0.25 0.50 0.75 0.90
Constant 2.361 1.929 2.169 2.332 2.546 2.761

(0.043) (0.073) (0.046) (0.047)  (0.053) (0.120)
Education (vs. unfin. primary)

Primary 0.067 0.101 0.042 0.085 0.084 0.109
(0.039)  (0.062) (0.046) (0.043) (0.045) (0.116)

Voc. secondary 0.133 0.158 0.107 0.166 0.156 0.184
(0.039) (0.067) (0.045)| (0.040) (0.046) (0.124)

Gen. secondary 0.215 0.232 0.218 0.242 0.225 0.257
(0.040) (0.068) (0.047)| (0.041) (0.048) (0.122)

2-year college 0.334 0.351 0.312 0.355 0.372 0.390
(0.044)  (0.076) (0.046)| (0.045) (0.058) (0.123)

College graduate 0.463 0.403 0.405 0.471 0.562 0.608
(0.052) (0.081) (0.057)| (0.047) (0.065) (0.139)

Post-graduate 0.690 0.552 0.624 0.658 0.816 0.816
(0.071) (0.121), (0.076) (0.078) (0.111) (0.153)

Experiance 0.012 0.015 0.014 0.011 0.014 0.010
(0.002)  (0.003) (0.002)| (0.002) (0.002) (0.003)

Experiance sq. (/100) -0.019 -0.028 -0.025 -0.016 -0.024 -0.014
(0.005) (0.008) (0.005)| (0.005) (0.006)  (0.008)

Female -0.153 -0.095 -0.126 -0.158 -0.180  -0.205
(0.010) (0.019) (0.014)| (0.014) (0.012) (0.021)

Immigrant -0.061 -0.054 -0.096 -0.095 -0.086 0.007

(0.030) (0.043) (0.044) (0.028) (0.035) (0.063)
Occupation (vs. elementary)

Plant&machine oper. 0.063 0.019 0.044 0.069 0.095 0.079
(0.022) (0.042), (0.027)| (0.021) (0.027) (0.037)

Craftsman 0.176 0.184 0.175 0.169 0.174 0.188
(0.022) (0.033) (0.025)| (0.019) (0.019) (0.042)

Farming -0.004 0.062 0.024 -0.010 0.056 0.094
(0.056) (0.238), (0.058)| (0.070) (0.061) (0.057)

Service&sales 0.064 0.064 0.074 0.082 0.072 0.049
(0.021) (0.035) (0.028) (0.024) (0.023) (0.035)

Clerk 0.226 0.266 0.219 0.223 0.259 0.238
(0.021) (0.037) (0.027)| (0.022) (0.022) (0.034)

Technician 0.343 0.352 0.369 0.349 0.324 0.313
(0.024) (0.045) (0.026) (0.024) (0.028) (0.041)

Professional 0.391 0.481 0.421 0.379 0.322 0.407
(0.041) (0.064) (0.045)| (0.045) (0.055) (0.069)

Management&adm. 0.703 0.616 0.597 0.638 0.718 0.877
(0.062) (0.121) (0.072)| (0.080) (0.103) (0.116)

Military 0.384 0.555 0.455 0.389 0.347 0.321
(0.048) (0.052) (0.044)| (0.043) (0.033) (0.058)

Non-regular hours 0.080 0.037 0.030 0.085 0.113 0.140

(0.014) (0.029)| (0.019) (0.016) (0.017) (0.027)
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Table 3. (Continued)
Firm size (vs. <10 empl.)
10-50 empl.
50-200 empl.
>=200 empl.

Region (vs. north)
West

Central

East

South
Rural

Public

(R2) Pseudo R2

OLS

0.069
(0.015)
0.065
(0.015)
0.101
(0.016)

0.069
(0.018)
0.070
(0.015)
-0.038
(0.017)
0.046
(0.017)
-0.041
(0.010)
0.086
(0.011)

(0.466)

0.10

0.067
(0.027)
0.081
(0.027)
0.072
(0.033)

0.045
(0.028)
0.032
(0.025)
-0.086
(0.025)
0.014
(0.028)
-0.038
(0.019)
0.182
(0.023)

0.255

0.25

0.061
(0.017)
0.053
(0.016)
0.075
(0.015)

0.042
(0.018)
0.046
(0.021)
-0.072
(0.020)
0.016
(0.022)
-0.029
(0.012)
0.164
(0.014)

0.310

Quantile
0.50

0.062
(0.015)
0.043
(0.014)
0.102
(0.017)

0.057
(0.018)
0.083
(0.016)
-0.032
(0.017)
0.059
(0.019)
-0.030
(0.011)
0.114
(0.011)

0.320

0.75

0.049
(0.017)
0.029
(0.018)
0.092
(0.016)

0.057
(0.024)
0.082
(0.019)
-0.027
(0.022)
0.040
(0.022)
-0.046
(0.012)
0.053
(0.013)

0.300

0.90

0.023
(0.025)
0.026
(0.021)
0.073
(0.021)

0.066
(0.027)
0.083
(0.027)
0.005
(0.026)
0.048
(0.033)
-0.033
(0.019)
-0.011
(0.016)

0.291

Notes: The numbers in parentheses are standard errors computed using bootstrap estimator. The standard errors for
the least-squares estimates are computed using White method. Bold letters indicate significance at a 5%-level,
whereas italics indicate significance at a 10%-level.

Having a regression specification shown in Table 3, the constant may be interpreted as

the conditional quantile of the log wage distribution (or the conditional expectation of

log wage in case of the OLS estimate) for a male employee with unfinished primary

school and no experience, who is engaged in some elementary occupation, working in a

private firm with less than 10 employees with regular working hours and living in an

urban part of Northern Croatia. For example, the median of the conditional wage

distribution for this group of employees is around 10 kuna per hour."*

' Conditional distribution is the distribution of wages that would result in a sample of individuals

who are all identical with respect to the observed attributes.
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Table 4. Impact upon dispersion of conditional log wage distribution

0.90-0.10 Interquantile 0.75-0.25 Interquantile
regression regression
Coef. Std. err. Coef. Std. err.
Education (vs. unfin. primary)
Primary 0.007 0.116 0.042 0.056
Vocational sec. 0.026 0.119 0.049 0.060
General sec. 0.026 0.124 0.006 0.062
2-year college 0.039 0.121 0.060 0.070
College graduate 0.206 0.142 0.157 0.072
Postgraduate 0.264 0.183 0.192 0.127
Experiance -0.005 0.003 -0.001 0.002
Experience sq.(/100) 0.015 0.010 0.001 0.006
Female -0.110 0.025 -0.054 0.013
Immigrant 0.060 0.084 0.010 0.045
Occupation (vs. elementary)
Plant&machine operator 0.060 0.059 0.052 0.036
Craftsman 0.004 0.048 -0.002 0.026
Farming 0.032 0.225 0.032 0.070
Service&sales -0.016 0.041 -0.002 0.030
Clerk -0.028 0.043 0.040 0.036
Technician -0.039 0.048 -0.045 0.036
Professional -0.074 0.080 -0.099 0.060
Management&admin. 0.261 0.159 0.120 0.111
Military -0.233 0.068 -0.108 0.041
Non-regular hours 0.102 0.040 0.083 0.020
Firm size (vs. <10 empl.)
10-50 empl. -0.044 0.041 -0.011 0.020
50-200 empl. -0.055 0.033 -0.024 0.021
>=200 empl. 0.001 0.034 0.017 0.020
Region (vs. north)
West 0.022 0.040 0.016 0.029
Central 0.051 0.031 0.036 0.024
East 0.091 0.042 0.045 0.026
South 0.034 0.041 0.024 0.025
Rural 0.005 0.022 -0.017 0.016
Public -0.193 0.028 -0.111 0.019

Note: Standard errors are computed using bootstrap estimator. Bold letters indicate significance at a 5%-level
whereas italics indicate significance at a 10%-level.

The effect of education on wages increases with education level. At the 0.5 (median)
quantile, wage for a worker who completed primary school was 8.5% higher than for
someone who did not complete primary school, while for a worker with a post-graduate
degree the difference over unfinished primary school is around 65%, other things being
equal. The effect of education is a bit stronger in median regression estimates than in
OLS estimates of the mean effect, except for the postgraduate education. Completed
primary education does not necessarily ensure an increase in wages when compared to
unfinished primary school, since a positive value of the coefficient is not significant at
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the usual 5% levels (except at the medium of conditional wage distribution). It seems
that the Croatian economy values unfinished and finished primary school roughly the
same, and what makes a difference in the quest for higher wages is secondary and higher
education. It also appears that general secondary education could provide higher wages
than vocational secondary education.

The pattern of the education effect across different quantiles of conditional wage
distribution is not very clear, although the effect seems stronger at higher quantiles. The
results of formal testing for difference between coefficients presented in Table 4 suggest
that education beyond primary school is not associated with higher dispersion of wages
in a statistically significant way. The only exception is college education that
significantly affects the 0.75-0.25 quantile spread of conditional wage distribution, as
compared to the distribution for unfinished primary school. One interesting policy
implication could be depicted here. An increase in the education level of the Croatian
labor force that might be achieved in the future would not necessarily lead to a greater
wage inequality.

Figure 2. Effect of experience
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The impact of experience on wages was assessed by means of coefficients for both a
linear and a quadratic term of the years of experience. The cumulative effect of the two
experience variables estimated at different points of the conditional wage distribution is
depicted in Figure 2. The pattern of the effect is concave, increasing for less experienced
workers, peaking at experience of around 30 years and decreasing thereafter. An
employee with actual work experience of 30 years can expect, on average, almost 20%
higher wages than a new entrant. However, the return to any additional year of
experience after working for more than 30 years is negative. The experience-wage
profiles at the various quantiles are not distinct in any particular order.

The Croatian labor market allows some disparity between wages for males and females,
particularly at the right tail of the distribution, as revealed by the coefficients on dummy
variable for female shown in Table 3. At the 0.1 quantile of the conditional wage
distribution, employed women earn about 10% less than men, but at the 0.9 quantile the
difference is higher and their wage is 20% lower. In other words, in high-paid jobs, women
are relatively more disadvantaged then in low-paid jobs. On average, women earn some
15% less than men with the same observed characteristics. It can be noted that disclosed
gender wage gap in Croatia is substantial, but comparable to many other countries.*

Workers who moved to Croatia after 1991 are faced with certain wage penalty, as
compared to workers residing in the country for a longer period. The effect is estimated to
be significant only at the central part of conditional wage distribution. At the lower and
upper tails of the conditional distribution, the difference in wages between native and non-
native workers was not statistically significant. However, on average (estimated by OLS),
immigrants can expect to earn some 6% less than other comparable workers do.

Occupation of the worker is an important factor in wage determination. Having controlled
for other observed characteristics shown in Table 3, it can be seen that all other
occupations yield higher wages than elementary occupations (except farming), especially
management and administration related jobs. No systematic behavior of the occupation
effects can be revealed for different quantiles at which regressions are estimated.

12-Machado and Mata (2001) report on resembling (in level, but also in pattern across wage
distribution) gender wage differential in Portugal in mid 1990s, just as Garcia, Hernandez and
Nicolas (2001) for Spain. Rutkowski (2001) finds gender-based differential in transition countries
in the late 1990s in a range of 20-30%. Orazem and Vodopivec (1995) estimated the gap in
Slovenia at around 10% in the early 1990s.
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Working at night and on weekends can produce higher wages, as revealed by the
coefficient for non-regular working hours dummy. The effect is much more relevant at
the upper tail of the conditional wage distribution. For example, the wage premium for
non-regular working hours at the 0.9 quantile of the conditional distribution is 14%,
much higher than at the median. Relatively low-paid workers hardly can benefit from
unpleasant timing of work, since the positive effect on wage is rather low, and it is not
statistically significant at usual levels.*®

Larger companies tend to pay more to workers with the same characteristics. The
average hourly wage for a worker in a company with more than 200 employees can be
some 10% higher than for someone with the same attributes working in a firm with up to
10 employees. The effect of the company size does not appear to exert a clear pattern
along the conditional wage distribution.

The regional-based differences in wages in Croatia are notable. Otherwise comparable
worker in Central Croatia can earn some 10% more than a worker in Eastern Croatia.
Such a difference is not very sensitive to the choice of the quantile at which we estimate
regression. Moreover, a worker’s residence in a rural area is usually associated with
lower wages.

The marginal effect of regressors on the dispersion of conditional wage distributions
shown in Table 4 is informative for further elaboration. Similar to education, it can be
seen that occupation, company size and region generally exhibit no significant
differences in the marginal effects at the upper and lower tail of the distribution. It
appears that these variables exert only a pure location shift effect on the conditional
wage distribution. For this effect, the quantile regression results are mostly compatible
with the OLS results. However, the effects of gender, ownership and irregular working
hours are not constant across the conditional distribution of log wages. For these three
variables, quantile regression results do a good job representing a whole range of effects
along the wage distribution. For example, the conditional wage distribution for women is
less dispersed than that for men, implying that the gender pay gap should be significantly
different at higher quantiles than at lower quantiles. Non-regular working hours spread
out the conditional wage distribution meaning that their effect on wages is stronger for
highly paid jobs. State ownership tends to compress the wage spread.

3 It can be noted here that an additional job holding was not proved to be significant determinant
of wages in main job. This might suggest that acceptance of a low-paid regular job was not
motivated by an additional job holding.
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5 Public-Private Sector Wage Gap

The regression coefficients for the public sector dummy variable shown in Table 3
describe the wage premium related to work in state-owned institutions and enterprises, as
compared to work in private sector. A positive value implies wage premium for working
in public sector, while a negative one depicts existence of wage penalty. It can be seen
that the public sector wage premium varies with the quantile of conditional wage
distribution; it is substantial at the lower tail but it gradually ceased out as we move
along the distribution. That premium is statistically insignificant at the higher tail. For
example, at the 0.10 quantile, a public sector worker is estimated to be paid about 18%
percent more than a worker with the same attributes but working in the private sector. At
the 0.75 quantile, a public sector wage premium is around 5%, while at the 0.9 quantile
we find negative premium (penalty), but not statistically significant at usual levels. In
other words, relatively low-paid workers benefit more from working in the public sector
than high-paid workers do.

The OLS estimate suggests that a worker in the public sector can expect some 9% higher
hourly wage than a worker with the same characteristics in the private sector.
Presumably high underreporting of wages in private sector may challenge this finding.
However, the estimated model controls for the company size, so it might account for
underreporting in small, predominantly private firms. The problem of relatively high
wages that are underreported remains and it is probably more pronounced for private
sector wages. However, there are several factors working in favor of observed public
sector premium. First, the choice of the hourly wage as a dependent variable takes into
account longer working hours of private sector workers.** The most usual comparison of
wages in Croatia is made for wages on a monthly level, thereby overlooking working
hours as an important factor for wage determination. Second, unions are more pervasive
in the public sector, and this could be putting upward pressure on wages. Third, high
unemployment in Croatia allows private sector employers to find workers they need even
when they offer poor wages. Fourth, for state-owned sector there is political pressure to
behave as a “good” employer providing relatively high wages, especially because the
cost-cutting market pressures are mostly lacking.

4 The data from our sample shows that an average public sector worker is engaged 40.7 hours per
week, while for a private sector worker the average is 42.3 hours.

147



The public/private sector wage gap observed in Table 3 is estimated in a model
specification that constrains the gap to be the same, regardless of education level. It is
interesting to employ the alternative specification that allows the coefficients to change
across the various education levels. This is done by interacting the set of educational
dummies with the indicator variable for the public sector and by including these
interactive dummies in the previous specification.” Table 5 presents resulting
coefficients for interactive variables that are to be interpreted as public sector wage
premiums by education level.

Table 5. Public sector wage premia by educational attainment

oLS Quantile
0.10 0.25 0.50 0.75 0.90

Unfin. primary 0.061 0.140 0.205 0.158 0.010 -0.340
(0.070) (0.124) (0.075) (0.082) (0.081) (0.238)
Primary 0.106 0.097 0.139 0.161 0.099 0.030
(0.028) (0.038) (0.034) (0.032) (0.032) (0.053)
Voc. secondary 0.085 0.129 0.142 0.126 0.087 0.029
(0.018) (0.044) (0.026) (0.022) (0.022) (0.030)
Gen. secondary 0.097 0.219 0.193 0.109 0.056 -0.038
(0.017) (0.042) (0.025) (0.023) (0.021) (0.025)
2-year college 0.084 0.366 0.232 0.113 -0.052 -0.146
(0.041) (0.060) (0.047) (0.047) (0.061) (0.079)
College graduate 0.057 0.280 0.161 -0.013 -0.055 0.007
(0.034) (0.067) (0.047) (0.048) (0.045) (0.068)
Post-graduate -0.219 0.296 -0.148 -0.317 -0.339 -0.181
(0.183) (0.468) (0.403) (0.204) (0.159) (0.142)

Notes: The numbers in parentheses are standard errors computed using bootstrap estimator. The standard errors for
the least-squares estimates are computed using White-Huber method. Bold letters indicate significance at a 5%-level,
whereas italics indicate significance at a 10%-level.

The quantile regression results suggest two findings. First, the level of premium is
sensitive to the choice of the quanile at all education levels. With only a few exemptions,
there is a much higher premium associated with working in the public sector at low than
at high quantiles. In other words, the premium is higher for low-paid workers than for
high-paid workers at all education levels. Higher educated public sector workers are
often faced with a negative premium (penalty), especially those at high quantiles. This
further implies that the conditional wage distribution for public sector workers is more
compressed than for private sector workers, and this seems to be valid for every

'3 This approach is applied by Poterba and Rueben (1994).
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education level. However, results for unfinished primary school and postgraduate
education exhibit certain problems with the statistical significance that is related to the
small sample. Second, the public sector wage premium is substantial at a lower to middle
level of education and it turned negative (penalty) at college and post-graduate
education, as suggested by the estimation at the middle of the distribution (0.50
quantile). The OLS estimate mostly confirms the second finding, but with still positive
public sector wage premium for college graduates.

Labor market situation in Croatia can explain observed pattern of the premium. There is
rather high unemployment among workers who obtained primary and secondary
education that allows private sector employers to set wages for these workers well below
public sector ones. For relatively scarce highly educated workers, however, private
sector employers need to ensure higher wages than public sector to attract them to move
in.

Gender-based differences in the public sector wage premium are also explored. Separate
wage equations for males and females were run with the interest in the coefficients for
public sector dummy evaluated at various points of the conditional wage distribution.
Figure 3 shows the result. On average (OLS estimate) the public sector wage premium is
higher for a female worker than for a male worker. For both, males and females, the
premium diminishes as we move along the distribution and it became negative at the
upper tail. For low-paid jobs, i.e. at the lower quantile, the premium is a bit higher for
females than males.”® At the 0.90 quantile, males employed in the public sector are faced
with substantially lower wages than otherwise comparable males employed in the private
sector. For high-paid female workers, such a wage gap between sectors is statistically
insignificant.

16 The similar finding is documented in Mueller (1998), and Disney and Gosling (1998).
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Figure 3. Public-private sector wage gap by gender
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Our definition of the public sector as state-owned institutions and enterprises may be
challenged with the alternative in the quest for the difference in wage determination
between state-owned enterprises and state-owned institutions. Since the Labor Force
Survey does not allow direct distinction between the two parts of the wider public sector,
a combination of employer’s ownership status and the industry is employed. State-owned
employers in public administration, education and health care are considered “budgetary
public sector”, and state-owned employers in other industries are considered “state-
owned enterprises”. The first term is chosen since the central government budget in
Croatia in fact provides for wages of employees in public education, public health care
and, of course, public administration. The wage function is re-estimated by using the
same set of explanatory variables as previously but two public sector dummies, for
budgetary public sector and for state-owned enterprises. The estimated coefficients for
these dummies can be interpreted as the wage premium over the private sector. The
result is presented in Figure 4.
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Figure 4. Public-private sector wage gap
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On average, the budgetary public sector pays higher wage premium over the private
sector than state-owned enterprises do. A worker in the budgetary public sector can
expect an hourly wage of almost 10% over the wage of a worker with the same
observable characteristics but working in the private sector. However, there is a
difference in the premium at various points of the conditional wage distribution.
Budgetary public sector pays rather high premium at the lower tail of the distribution,
and a negative one at the upper tail. In other words, in the budgetary public sector, low-
paid workers are relatively better off compared to high-paid workers. For state-owned
enterprises, the variation in premium along the distribution is smaller than for the
budgetary public sector. At the 0.9 quantile, there is no statistically significant difference
in conditional wages between workers in state-owned enterprises and workers in the
private sector. State-owned enterprises managed to keep track in wages with the private
sector for high-paid workers, and even to provide the premium for low- and middle- paid
workers.
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Table 6. Industry effects

oLS Median regression

Coef. Std. err. Coef. Std. err.
Industry (vs. agriculture)
Mining 0.044 0.052 -0.044 0.075
Manufacturing 0.013 0.029 -0.037 0.047
Utilities 0.158 0.033 0.128 0.044
Construction 0.116 0.033 0.075 0.047
Retail&wholesale 0.012 0.030 -0.021 0.045
Hotels&restaurants 0.049 0.034 -0.005 0.054
Transport&comm. 0.182 0.032 0.152 0.046
Fin. intermediation 0.267 0.038 0.238 0.049
Real estate 0.045 0.039 0.003 0.051
Public admin. 0.174 0.030 0.117 0.046
Education 0.054 0.030 0.020 0.044
Health 0.132 0.031 0.078 0.047
Community services 0.088 0.039 0.054 0.049

Notes: Variables controlled for in the regressions are education, experience, gender, occupation, region, firm size,
non-regular working hours, and gender. The standard errors for the least-squares estimates are computed using
White-Huber method, while for median regression they are computed using the bootstrap method. Bold letters
Iindlicate significance at a 5%-level, whereas italics indicate significance at a 10%-level.

The interest in the public sector wage premium is sometimes more specific and directed
towards differences among wages in public administration, education and health care.
Therefore, we estimate a wage function that includes a set of industry dummies along
with other explanatory variables such as education, experience, occupation, firm size,
region and other factors, but excludes the public sector dummy. In that way we cannot
explicitly estimate a public sector wage premium, but rather an industry-related
premium. However, public administration, education and health care are industries
dominated by state-owned institutions, meaning that any industry-related premium in
these sectors can be interpreted, at least partially, as the public sector wage premium of a
particular industry.

The coefficients for industry variables and associated standard errors estimated in OLS
and median regressions are presented in Table 6. The results of other quantile regressions
are not shown since they are similar to median regression. The omitted industry was
agriculture, meaning that coefficients are to be interpreted in relation to it. The ordering
of the industry-related wage differentials is of particular interest. The OLS estimate
reveals that, after controlling for education, experience, occupation and other factors, the
best-paid workers are occupied in the financial industry. Other “premium” industries are
transport and communications, public administration, utilities and health care.
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Interestingly, in the Croatian economy all these industries, besides financial one, can be
considered “public”. While public administration and health care are directly dependent
on the government budget, transport and utilities are industries dominated by state-
owned enterprises in the field of public transport, postal service, energy, water and gas
distribution. Obviously, employees of these state-dominated industries have higher
wages than employees with comparable characteristics working in agriculture,
manufacturing industry and retail trade. Comparable wages of employees in education
show that they are the worst positioned among public sector industries. The same
conclusion can be drawn from median regression results.

Table 7. Occupation-specific public sector wage premia

No. of obs. Premium
Private Public

Elementary occ. 229 222 0.086
(0.034)

Service&sales 578 224 0.201
(0.030)

Clerk 321 359 0.137
(0.022)

Technician 333 513 -0.038
(0.030)

Professional 139 345 -0.005
(0.037)

Notes: Public sector wage premium was obtained as the coefficient on public sector dummy in earnings regression,
estimated by OLS for each occupation separately. Variables controlled for in the regressions are education,
experience, experfence squared, region, firm size, non-regular working hours, and gender. Robust standard errors are
reported in parentheses. Bold letters indicate significance at a 5%-level.

An additional illustration of the public-private sector wage gap can be made with respect
to occupations. To address this issue, we estimate wage equations separately for several
occupations that are common in both the public and the private sector. The coefficient
for the public sector dummy variable in each regression can be treated as a public sector
wage premium. The resulting coefficients estimated by OLS and presented in Table 7
show that the public sector wage premium is most pronounced in medium-skill
occupations. For a worker in services and sales, the wage premium for the public sector
is around 20 percent. For clerks, the premium is about 14 percent. However, for high-
skill occupations such technicians and professionals, the difference between public and
private sector wages is statistically insignificant.
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6 Returns to Education

The discussion that follows shifts the focus on education. Marginal effects of education
on conditional wages that are discussed above should be interpreted in relation to the
omitted education level i.e. unfinished primary school. However, one may wish to assess
the effect of education between adjacent levels. For example, what is the effect on wages
of the general secondary school graduation, as compared to holding a primary school
degree. Having results from Table 3, one should calculate the difference in the marginal
effects (i.e. coefficients) between two adjacent education levels. The mentioned example
gives an effect of 15.7% in median regression, depicting an increase in the conditional
wage at the median due to general secondary school graduation. This effect is sometimes
called return to education. However, the most common interpretation of the return on
education is in terms of the wage effect of one additional year of education. Therefore,
calculation of the returns of education at different levels of education should be done by
dividing the increase in the marginal effect of education between two adjacent education
levels by the length of schooling between those levels. For example, the return to general
secondary education at the 6th quantile is defined as

) Red _ ﬂe,GenSec - ﬂe,Prim

6,GenSec

Sgensec — Sprim

where By censec @Nd By, prim are the coefficients on general secondary education and
primary education estimated for the 6th quantile regression, and Sgensec and Spyim are years
of schooling usually needed to complete general secondary and primary education.
Analogous calculation can be performed for other education levels. As “usual” schooling
time for accomplishing primary, vocational secondary, general secondary, 2-year
college, college and postgraduate education we took 8, 11, 12, 14, 16, and 18.5 years,
respectively. These figures are close to actual averages calculated from the sample.

Table 8 presents estimated returns on education. As can be seen, a return to additional
year of education increases with the education level. This conclusion is robust to the
choice of quantiles and holds also for the least squares estimate.”” This finding can be a
motivation for private investment in human capital in Croatia, since it obviously pays off
more and more as one raises the education level.

7 There are only two deviations from the observed pattern, one at the 0.1 quantile for graduate
education and the other at the 0.9 quantile for post-graduate education.
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Table 8. Returns to education by level
(as per year, relative to the previous level)

oLs Quantile

0.10 0.25 0.50 0.75 0.90
Voc. secondary 0.022 0.019 0.022 0.027 0.024 0.025
(relative to the primary)
Gen. secondary 0.037 0.033 0.044 0.039 0.035 0.037
(relative to the primary)
2-year college 0.059 0.060 0.047 0.057 0.074 0.066
(rel. to the gen. secondary)
College graduate 0.065 0.026 0.046 0.058 0.095 0.109
(rel. to the 2-year college)
Post-graduate 0.091 0.060 0.088 0.075 0.102 0.083

(rel. to the coll. graduate)

Note: Return to education is calculated as the increase in the marginal effect of education between two adjacent
education levels divided by years of schooling usually performed between that levels. The result is based on
regressions presented in Table 3. Further description is provided in the text.

Psacharopoulos (1994) in his work on returns to education criticized the inclusion of too
many variables in the earnings function, other than human capital variables, especially
the estimation of earnings functions within occupations that results in artificial
downward bias in the returns to education. Following this objection, Table 9 reports the
return on education derived from the same earnings regressions as before, but without
occupation dummies. It is not surprising that resulting returns on education are now
higher because education and occupation are often closely related, for education provides
the qualifications for more skill-demanding and higher-paying occupations. An
additional year of schooling in post-secondary education (2-year college, college
graduates and post-graduates) can increase wages by about 10 percent, as estimated by
OLS." Similar results are obtained by median regression estimates. Results for other
quantiles are not shown since they are not significantly different from the median
regression. A distinct difference in returns to education is seen between general
secondary, and vocation secondary education in favor of the former. In addition to the
observed effect, general secondary school degree in the Croatian education system
allows one to continue education at higher schools, while vocational education does not.
Evidently, general secondary education pays off more than vocation secondary
education.

'8 Observed effect is close to the average of the European and Middle East countries, and the
average of upper middle income countries, as reported by Psacharopoulos (1994).
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Table 9. Returns to education by level — alternative specification
(as per year, relative to the previous level)

Overall Private sector State sector

oLs Median oLs Median oLs Median
Voc. secondary 0.043 0.052 0.040 0.046 0.045 0.056
(relative to the primary)
Gen. secondary 0.075 0.083 0.068 0.068 0.080 0.086
(relative to the primary)
2-year college 0.109 0.111 0.103 0.114 0.111 0.113
(rel. to the gen. secondary)
College graduate 0.103 0.081 0.126 0.144 0.090 0.069
(rel. to the 2-year college)
Post-graduate 0.101 0.092 0.216 0.178 0.086 0.086

(rel. to the coll. graduate)

Note: See Table 8, except that here results are based on regressions without occupation dumimies as regressors.

Returns to education calculated for public and private sector separately reveal a distinct
valuation of education by these two sectors. Graduate and post-graduate education is
substantially more valued in the private sector, while secondary education pays off more
if engaged in the public sector.” In the private sector, the return to additional year of
schooling increases with the education level, while in the public sector education beyond
a 2-year college decreases the yearly return. However, if we take into account completed
college education (a 4-year college) and assess the return relative to the general
secondary education, the return to college graduation is higher than return to secondary
education, even in the public sector®.

7 Accounting for Wage Differentials

The relative importance of the different set of variables in explaining wage variations can
be estimated by the variance decomposition technique. Starting with the estimates of
wage function, and following Fields (2003), the log-variance of wage is decomposed as

cov X, InW] B, *c(X ) *cor[ X |, InW]
oi(inw) o(InW)

(3) s;(InW) =

12 803i¢ (2004) reports on the average return to education in Croatia of 10.5% in 2001, which was
lower in the public sector.

20 The public sector return to additional year of schooling in college education, relative to the
general secondary education is around 10% in OLS estimation, and around 9% in median
regression.
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where s; (InW ) denotes the share of the log-variance that is attributable to the j’th
explanatory factor. Note that R%(InW ) is the fraction of the log variance that is explained
by all the X’s taken together. The fraction of the explained variance that is attributable to
the j’th factor can be calculated as s; (InW YR?(InW ). The log variance decomposition is
applicable only at the conditional mean, i.e. the least squares estimate.

Table 10. Contribution of selected factors to log-wage inequality

Equation 1 (incl. occupation) Equation 2 (excl. occupation)
contribution as a percentage of: contribution as a percentage of:

Total variance | Explained variance @ Total variance | Explained variance

Education 15.2 32.6 27.2 65.5
Experience 3.0 6.4 3.8 9.1
Gender 2.0 4.4 2.3 55
Ownership 2.9 6.3 3.5 8.5
Location 2.4 5.2 2.6 6.4
Occupation 18.8 40.4 - -
Firm size 15 3.3 15 3.7
Other 0.6 1.3 0.6 1.4
Total explained (=R2) 46.6 100.0 41.6 100.0
Unexplained 53.4 - 58.4 -
Total 100.0 - 100.0 -

As can be seen from the first two columns of Table 10, education and occupation are
prevailing factors explaining the differences in log hourly wages. The difference in
education levels explains around 15% of wage variations, representing 1/3 of the
inequality explained by the wage regression that includes occupation regressors.
Occupation differences account for 19% of the total variance in wages and 40% of the
explained variance. Other measurable factors are less important in explaining wage
differentials. Expirience, gender, ownership, location, and company size account each for
less than 3% of the total variance of hourly wages.

A strong influence of occupations on wage inequality can be questioned by the objection
that education is often a prerequisite for high paid occupations and therefore an ultimate
source of observed inequality. The second wage equation that is estimated without
occupation variables and used for the variance decomposition, shows a much stronger
contribution of education. It seems that the contribution of occupation is now almost
entirely attributed to education, since minor changes occurred in other observable
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factors. Therefore, it can be concluded that education is the key factor in explaining
wage variations in Croatia.

A comparison of these results to the variance decomposition of wage inequality in
Bulgaria, Hungary, Macedonia and Poland in mid 1990s (Rutkowski, 2001) reveals that
education in Croatia is a stronger contributor than elsewhere, but close to the result for
Hungary. The wage gap between public and private sector in Croatia is responsible for a
much higher portion of variance in wages than in above transition countries. The log
variance decomposition for Croatia in 1998 (Bisogno, 2000) produced broadly consistent
results with these in Table 10.

8 Concluding Remarks

This paper offers a detailed description of the conditional wage distribution in Croatia in
2003. The results of wage regressions point that wages are increasing with the education
level, that there is a certain wage gap between males and females and that unpleasant
work hours can increase wages of high paid workers, but not of those at the bottom part
of the distribution. It appears also that larger firms provide higher wages and that there
are notable regional differences in wages of otherwise comparable workers. However,
the most striking findings are related to the public/private sector wage gap.

The analysis shows substantial public sector wage premium paid to the majority of its
employees. The existent premium is robust to the definition of public sector used: public
administration, state-owned enterprises, budgetary public sector, and wider enterprise-
included public sector. The premium over private sector is highest for low-paid, low- to
medium-skilled and female employees. It diminishes for highly educated males,
especially those at the higher tail of the wage distribution. If looked by industries, it
seems that education is the least privileged part of the public sector. Wages paid for
workers in budgetary public sector are of special policy interest due to regular wage
negotiations between the Government and unions, the fiscal implications of the wage
agreements and the reform in the public administration system. In that respect, evidences
from this study may be important for some policy decisions. A differentiated policy
treatment might be needed for various groups within public sector if aimed to achieve
more equitable returns to education and other worker’s attributes across public sector,
and between the public and private sector. The compressed wage structure in public

158



sector, especially at the upper end of the distribution might be released as to increase
incentives for work and prevent migration of senior administration to private sector.

Further improvement of the study could be directed towards accounting for sample
selection problem and analyzing in more details some specific elements of wage
differentials (for example, returns to education, gender wage gap or wage discrimination
in general). Adding the time dimension to the study should be the natural next step in the
analysis.
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Appendix

Table Al. Means and standard deviation of variables

Variable Mean Std. dev.
Net monthly wage (in kunas) 3508 1905
Wage per hour (in kunas) 21.26 11.25
Log wage per hour 2.95 0.44
Education&other individual characteristics

Unfinished primary 0.02 0.13
Primary 0.13 0.34
Vocational sec. 0.34 0.47
General sec. 0.31 0.46
2-year college 0.08 0.27
College graduate 0.12 0.32
Postgraduate 0.01 0.09
Years of schooling 11.83 2.49
Experience 16.88 10.56
Age 39.16 10.64
Immigrant 0.03 0.18
Female 0.46 0.50
Employer characteristics (size&sector)

<10 empl. 0.19 0.39
10-50 empl. 0.25 0.44
50-200 empl. 0.25 0.43
>=200 empl. 0.31 0.46
Agriculture 0.03 0.18
Mining 0.01 0.09
Manufacturing 0.23 0.42
Utilities 0.03 0.16
Construction 0.09 0.29
Retail&wholesale 0.15 0.35
Hotels&restaurants 0.06 0.23
Transport&comm. 0.08 0.27
Fin. intermedietion 0.02 0.15
Real estate 0.04 0.20
Public admin. 0.08 0.27
Education 0.07 0.26
Health 0.07 0.26
Community services 0.04 0.19
Public sector 0.45 0.50
Job characteristics (occupation&conditions)

Elementary occupation 0.09 0.29
Plant&machine operator 0.13 0.34
Craftsman 0.16 0.37
Farming 0.01 0.09
Service&sales 0.17 0.37
Clerk 0.14 0.35
Technician 0.18 0.38
Professional 0.10 0.30
Management&admin. 0.01 0.12
Military 0.01 0.09
Non-regular hours 0.16 0.37
Region

North 0.15 0.36
West 0.13 0.34
Central 0.36 0.48
East 0.17 0.37
South 0.19 0.39
Rural 0.39 0.49

Note: Means of indicator variables (such as educational attainment, firm size, sector of activity, occupation, region
elc.) should be considered as proportions of total.
Data source: LFS 2003/11.
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Human Capital and Unemployment
in Transition Economies:
The Case of Kosova

Abstract

The paper explores human capital issues in Kosova, a country characterised with high
rate of unemployment and large-scale emigration. With the help of data from the
Riinvest Labour Force and Household Survey (December 2002), we estimate the
probability of unemployment for the population of working age, who are active in the
labour force and reside in Kosova. Furthermore, we estimate also the probability of
emigration for the population of working age. There seems to be some systematic
patterns: (i) those who are unemployed are not randomly selected from the labour force;
(ii) those who emigrate are not randomly selected from working age population. The
empirical results show that the individuals residing in rural areas face higher probability
of being unemployed. Consequently, they tend to emigrate more compared to those
residing in urban areas. Second, males and married people face lower probability of
being unemployed. But they also tend to emigrate more compared to their respective
counterparts. Third, although the more educated persons face lower probability of being
unemployed in Kosova, they tend to emigrate more than less educated individuals. These
research findings might be used for developing policy proposals.

Keywords: transition, human capital, unemployment, emigration
JEL Classification: P2, P3, F22, J61, J62, R23
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1 Introduction

Growth and schooling are highly correlated and human capital, along with other factors,
determines the economic growth (Bils and Klenow, 2000, Hanushek and Kimko, 2000).
Moreover, an individual’s human capital influences his/her productivity, and therefore
earnings, and it explains to a great extent earning differentials among individuals. The
human capital, as such, influences the probability of becoming and remaining
unemployed. The study of the human capital accumulation and related issues are crucial
for a successful transformation of former command economies of Central and Eastern
Europe. In the early stages of transition, the opinion whereby the level of human capital
in transition countries was thought to be quite high prevailed. Notwithstanding, using
firm level data for transition countries, it was revealed that these countries stand worse in
terms of the quality of the work force.

Kosova is one of the last countries to embark on the road of transition to a market
economy. Unemployment is still high, though it has been decreasing. It is particularly
high for young people and women. The labour market in Kosova has some distinctive
characteristics, such as being a very young population and having a large-scale
emigration. The effects of emigration on the labour market are of particular interest
given its scale and the level of remittances. Though a noticeable progress has been
achieved in reforming the education system in Kosova, much remains to be done. The
development and reform of the education and training systems should reflect these
developing labour market needs.

There seems to be a systematic pattern regarding the unemployed individuals and the
emigrants as well. That is to say that the unemployed are not randomly selected from the
labour force. Similarly, the emigrants are not randomly selected from the working age
population either. If there was not a particular pattern, than we would not detect any
significant relationship between one’s unemployment or an emigrant status and some
other characteristics such as the level of education , residence, gender, age etc. The fact
that there are such relationships, points to the need for policy considerations to tackle
these issues. This paper explores these patterns in Kosova, a country which is
characterised by high unemployment and large-scale emigration.

The structure of the paper is as follows: in Section 2, we discuss the structural
adjustment during the transition process and, in particular, we comment on the trend and
pattern of the unemployment. In Section 3, we discuss the ongoing debate on the human
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capital in transition economies. Here we review the literature that deals with the impact
of human capital on economic growth and comment on the value of human capital in
transition economies. In Section 4, we turn to Kosova describing briefly the transition
process, the labour market and the emigration patterns. Due to the lack of studies, this
paper provides a comprehensive study of issues related to human capital and the working
of labour market in Kosova. We discuss these issues in the context of South-Eastern
European countries. The data and methodology are described in Section 5. The data used
in our analyses are from the Household and Labour Force Survey undertaken by the
Riinvest Institute in December 2002, as well as the data and reports from the Kosova
Education Centre. The probability of unemployment and the probability of emigration
are estimated employing a Logit model. In Section 6 some concluding remarks are given.
Research findings might be used for developing policy proposals.

2 Structural Adjustment and
Unemployment During the Transition

The transition process that started with the breakdown of the command economy in
Central and Eastern European countries brought about deep changes in the life of people
residing there. These changes were both unique and very profound. They are still going
through the process of transforming economies after more than a decade that passed
since the communist system was abandoned. Some of these countries have made
significant progress, whereas some of them still lack the necessary steps for the
foundations of a market economy. Recently, the output has recovered to the pre-
transition level (at least in most of the Central European countries), but employment is
still lagging behind. The unemployment rate remains high though it has been decreasing.

Transition from a command to a market economy is being shaped by two main
mechanisms, i.e. reallocation and restructuring (Blanchard, 1997). First, as transition
started the governments cut down subsidies and introduced hard budget constraints to
state-owned firms. Consequently, there was a disruption in the production process in
large industrial state enterprises and a gradual increase in the private sector. Therefore,
the behaviour of output during the transition can be described as having a U-shape — a
decline initially and a recovery later on (Figure 1). Prices were liberalised making it even
harder for these firms to operate. New employment moved toward the growing sectors, a
process called reallocation. Part of the decline in activity was due not so much to
reallocation, but rather to de-organisation. In the pre-transition period, firms were
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organised differently, around a central plan rather than markets: they had only one
supplier for each of their inputs and one buyer (or a certain number) of output. As
transition started, these bilateral relations were destroyed, leading to a disruption in the
production process.

Figure 1. Growth in real GDP in transition countries
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Source: EBRD (1999). Years are not in calendar term, year 0 is the year before the transition process started and GDP
in that year is equal to 100. This is important since not all countries started the transition process in the same year. In
this way we can compare the behaviour of the GDP across countries during the transition.

The second process that shapes transition is restructuring. It implies that some of those
currently employed will lose their job either because of their obsolete human capital or
because of the closure of some plants. Therefore, it is expected that under restructuring
some employees will be laid off. On the other side, restructuring leads also to an increase
in productivity of the remaining employees.

Full employment (zero unemployment), centrally set wages and overstaffing characterise
the labour market in the pre-transition period. As the transition process started both
supply and demand for labour were affected. Sectoral reallocation of labour was evident
as a result of the shrinkage of some sectors (heavy industry) and the development of
others (services and light manufacturing). Given these adjustments, full employment was
no longer sustainable. Some six million people became unemployed in Central and
Eastern Europe. Many withdrew from the labour force. (Boeri et al. 1998; Svejnar, 1999
etc.).
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Table 3 provides the unemployment rates for the CE, SEE and the Baltic countries
against time. The SEE countries had higher unemployment rate during most of the 1990s
compared to the CE and Baltic countries.

Burda (1993) argues that unemployment is not just a by-product of transition; it is
necessary for transformations. In his study, he gives three reasons to support this claim:
(i) with unemployment, the bargaining power is biased toward employers; indeed,
unemployment will provide a worker-disciplining device; (ii) unemployment may be
necessary to control the growth of real wages; and (iii) unemployment is necessary to
allow the emergence of the private sector. He contends that for a new job to be created
other have to be destroyed and concludes that neither ’big-bang’ nor *go-slow’ is the best
approach.

Table 1. Unemployment rate in transition countries (1990-2001)

Countries 1990| 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001
SEE (ave.) 9.75 11.1 185 198 17.7 17.7 104 16.4 17.3 13.1 19.7 19.62
Albania 9.5 8.9 279 289 196 169 124 149 17.8 180 16.8 15.2
Bulgaria 1.7 111 153 16.4 128 11.1 125 13.7 122 141 179 17.3
Croatia 9.3 13.2 13.2 148 145 145 100 9.9 114 135 206 23.0
Macedonia 185 19.2 27.8 283 314 377 na 36.0 345 na, 322 34.0
Romania na 3.0 8.2 104 101 8.2 6.5 7.4 104 6.8 10.8 8.6
The Baltic 0.55 0.45 2.6 6.57 9.37 15.1 15.3 129 124 134 114 na
(ave.)

Estonia 0.6 na na 6.6 7.6 9.8 10.0 9.7 99 11.7 148 na
Latvia 0.5 0.6 3.9 8.7 16.7 18.1 194 148 14.0 145 8.4 na
Lithuania na 0.3 1.3 4.4 38 175 164 141 133 141 111 na
CE (ave.) 2.55 8.28 8.98 11.1 10.7 9.7 9.34 8.42 9.78 104 11.7 126
Czech Rep. 0.7 4.1 2.6 3.5 3.2 2.9 3.5 5.2 7.5 8.7 8.8 9.0
Hungary 1.8 8.2 9.3 119 10.7 10.2 9.9 8.7 7.8 7.0 6.5 6.0
Poland 6.5 123 143 164 16.0 149 13.2 8.6 104 125 16.7 17.0
Slovakia 1.2 9.5 104 144 146 13.1 128 125 156 16.2  18.9 19.0
Slovenia na 73 83 91 9.1 74 73 71 76 74 75 120

Source: 1990-98 OECD (2000); 1999-2000 KILM, ILO (2002),; 2001 WIIW, Vienna (2002).

Boeri et al. (1998) show that the most vulnerable groups to become unemployed are
those with low education. The unemployment rate for older workers is lower than the
rate for young ones, because many older workers took early retirement and, therefore,
withdrew from the labour force. Burda (1993) and Nesporova (1999, 2001) argue that
one of the causes of unemployment during the transition is *skill mismatching’ — many
skills have become obsolete due to changes in production, advanced technologies and
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new forms of organisation. Therefore, the unemployment prevails since adjusting
occupational distribution of unemployed workers takes time.

3 Human Capital and Transition Economies

The role of human capital in economic growth is widely recognised in economics
literature. Hanushek and Kimko (2000) show that labour force quality has a consistent,
stable, and strong relationship with economic growth. The macro effects of human
capital have been analysed by regressing the economic growth on human capital, as well
as on other variables. Bils and Klenow (2000) show that growth and schooling are highly
correlated across countries. Using empirical data, they show that greater schooling
enrolment in 1960 consistent with one more year of attainment is associated with 0.30%
faster annual growth over 1960-1990. Moreover, human capital accumulation seen from
an individual viewpoint explains to a great extent earning differentials among individuals
in the labour market. Consequently, the level of human capital is important from both
macro and micro aspect. Given these facts, governments throughout the world pay
increasing attention to the quality of education delivered by schools.

As the Central and Eastern European (CEE) countries progress with their reforms toward
market economies, the role that human capital has to play gains importance. While the
progress toward the market economy in the early stages of transition depended on the
willingness and commitment of governments to implement reforms, the long run
adjustment of transition economies depends primarily on the ability of human capital to
absorb and to exercise the knowledge that is necessary to compete internationally.
Human capital that is able to adjust to technological changes and to the principles of
market economy is a prerequisite to bring economic prosperity for the nation as a whole.
Moreover, as Micklewright (1999) argues, the education system [i.e. human capital] is
also vital to a wider process of social change that both underpins economic reforms and
is needed in its own right, because transition involves the development of new nations.
The twenty-seven countries in the region today (including former Soviet republics) were
born from only eight countries that existed at the beginning of the 1990s.

In the early stages of transition, the opinion whereby the level of human capital in
transition countries was thought to be quite high prevailed (Druska et al., 2001; Spagat
,2001). This opinion was grounded on simply comparing enrolment rates in educational
institutions in transition countries to those in the developed countries. Duczynski (2001),
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using the data set from Barro and Lee (1993) based on a research that evaluates the
educational attainment internationally, shows that the average years of schooling in the
population aged over 15 in transition countries is found to be 9.31, with a standard
deviation of 1.1. In 21 developed countries the average is 8.7 and the standard deviation
is 1.8. These data reveal two facts: (i) the transition countries have higher educational
attainment (the average years of schooling is higher compared to the developed
countries); and (ii) inequality in educational attainment among different groups in
transition countries is lower compared to that in the developed countries. Micklewright
(1999) shows that comparing enrolment rates (or, in this case, the average years of
schooling) provides limited information, since it neglects the quality of education
obtained by the learning actually achieved. Hanushek and Luque (2002) show that one
academic year of schooling in the USA is not directly comparable to one academic year
in, say, the developing or transition countries and that schools and tertiary educational
institutions are far from being the only avenue for education. However, it is apparent that
the stock of human capital inherited from the socialist period was high compared to other
countries at similar levels of economic development. The point is whether the transition
countries can maintain this positive element inherited from the previous system and
make further improvements. As Micklewright (1999) contends, this should constitute a
major priority for economic policy.

Education acquired during the previous system is not of the type required under the open
market system, and much of the skills inherited were obsolete. Spagat (2002), making
use of data from an EBRD report from 2000, concludes that firms in transition countries
lag behind advanced industrialised countries in terms of the quality of their workforce.
The lack of successful reforms and high unemployment mean that over time there will be
a continuing loss of skills, leading to an even greater gap in the quality of workforce. The
educational system under the communist regime was biased toward producing graduates
with very narrow skills. Those who graduated from vocational schools were generally
over-represented among the number of total graduates. When the transition started, it
was revealed that the marketability of these types of skills was low, with diplomas from
vocational schools often being very poorly rewarded (Boeri and Terrel, 2002, Orazem
and Vodopivec, 1997). This was reflected, as Boeri and Terrell (2002) and Micklewright
(1999) show, by a decline in enrolment in vocational and technical schools throughout
the region, and a rise in enrolment in general secondary schools and in tertiary education.
This is a reflection of a mix of demand and supply factors, ranging from enterprise-based
schools closing down (i.e. where graduates from vocational schools were trained for
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particular enterprises) to children opting for other types of skills or dropping out of the
education system altogether (Micklewright, 1999).

To sum up, much of the human capital in the transition economies would have low
market value, since it was acquired under communism when priorities were very
different from what they are today. Nevertheless, the human capital in the transition
countries has an ’intergenerational’ value in terms of passing the inherited human capital
across generations and creating better chances and choices for the young generation.
Therefore, it is crucial to note that “while a Russian rocket scientist might earn very low
wages, he still can do much to facilitate his children’s human capital” (Spagat, 2001).

4 Kosova Among Other South-East European Countries

The countries of South Eastern Europe, including Kosova, are described as latecomers
on the stage of transition. Among them are: Albania, Bosnia and Herzegovina, Bulgaria,
Croatia, Kosova, Macedonia, Romania, and Serbia and Montenegro. The transition
process in these countries is described as a ’retard transition’, since it was disrupted by
conflicts throughout the 1990s. With the total GDP of US$50 billion and 50 million
people, this is the poorest region in Europe. The labour market in these countries has
been affected substantially by recent conflicts and the resulting movements of people.
The combined effect of industrial decline, privatisation and economic restructuring
caused a dramatic reduction of opportunities for employment. Added the limited access
to the capital market, the situation becomes even worse (Grootings, 2001). New
employment has been driven mainly by self-employment, such as small businesses and
farms. The informal sector’s share in employment is not to be neglected either.

A double-digit unemployment rate has become an accepted reality, especially among the
young and less-educated people. The concern is that unemployment seems to stabilise at
high levels, though data on unemployment are not very reliable especially when the
informal economy is taken into account. Participation rates have been affected by ageing
of population in some countries (Croatia, Bulgaria etc.), and by a high birth rate in others
(Albania and Kosova). To sum up, in terms of labour market developments, the SEE
countries are experiencing what the CE countries went through in the early 1990s, but on
a much more dramatic scale (Grootings, 2001).
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Kosova has a unique recent history reflected in its current uncertain status (Adnett and
Hoti, 2003). It is one of the last countries to embark on the road of transition to market
economy (Hashi, 2001). The reason is twofold: first, the occupation by Serbia during the
period 1989-1999, which started with the abolishment of the Kosova’s Constitution in
1989. Kosovar experts and an ILO report claim that some 145,000 workers (managerial
staff in enterprises, teachers and university professors) had been dismissed from their
jobs. During this period, the Albanians in Kosova established their own institutions,
including government at central and municipal levels, which functioned until 1999. The
international isolation of Serbia and, together with that, of Kosova aggravated the
economic situation furthermore. During the period 1990-1995, GDP contracted by 50%,
fell to less than US$400 per capita.

Second, the war in 1999 displaced some 800,000 people to the neighbouring countries
and to the Western Europe. After the war, the reconstruction, stabilisation and
transformation policies became the responsibility of the UN Mission to Kosova based on
Resolution 1244. Some progress has been achieved in terms of establishing new
institutions, though their competencies are limited. GDP is recovering and was increased
by 11% and 6% in 2001 and 2002, respectively, reaching the level of more than
US$1,000 per capita. The reconstruction process absorbed a considerable number of
unemployed people. Some 65,000 people are working in the newly established state
institutions and in the public sector.

Given the trend toward the knowledge-based economy, the human capital embodied in
the Kosovan population is the nation’s most important economic asset. As in other
countries, the success of the Kosovan education system in developing high levels of
attainment in the key competences will be an important determinant of future national
economic development. Equal access to a modern education system is also a major factor
in promoting equity and social welfare, as well as raising the well-being of minority and
disadvantaged groups.

4.1 The Labour Market in Kosova

Activity rates in Kosova are very low by European standards, with only 58% of the
resident population of working age out of 1,210,000 economically active (Riinvest,
2003). This is largely due to the low activity rate among women (just over 40%). Such
low activity rate, in turn, reflects very high unemployment rate (49%). When adjustments
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for seasonal factors and the existence of the informal sector are made, the estimated
unemployment rate falls below 40%. Currently, these rates are approximately three times
the rates of Albania and Bulgaria. The unemployment rate is especially high for women
(estimated at 64%), with only the Czech Republic and Albania approaching this degree
of a gender gap in unemployment rates in the CEECs. Kosova faces chronic youth
unemployment, estimated at 72% for those aged between 15-24, and with over 40% of
all unemployed coming from this age group this problem is more severe than in any
other CEE country. The lack of job creation and the resulting strongly negative duration
dependence of unemployment is reflected in Kosova by having the highest proportion of
long-term unemployed (estimated at 83%), with this proportion even higher for women
(Adnett 2003).

Out of the estimated 36% of the population aged between 15-64 who are employed,
about two-thirds are now in the private sector. Agriculture accounts for nearly a quarter
of total employment; other main sectors are wholesale/retail trades (12%), health and
education (14%) and construction (7%), where manufacturing accounts for less than 4%
of employment. There are over 300 state-owned enterprises employing approximately
30,000 workers with a further 30,000 on unpaid leave. Riinvest estimates that informal
employment accounts for about a fifth of the total employment.

4.2 Education System in Kosova

Based on the data from the Riinvest Households and Labour Force Survey (December
2002), only 13% of the Kosovan population in the 25-64 age range hold higher education
qualifications (18% of men and 8% of women), compared to 23% of men and 20% of
women in the EU, 36% of men and 32% of women in Japan, and 37% of the US overall
population. Such low percentage of people with higher education qualifications and an
increasing demand in the labour market for these qualifications will put pressure on the
education system in Kosova to increase its capacities.

The education system in Kosova is undergoing a reform involving every level of the
system. Reforms are being undertaken in a number of key areas, with various
international bodies acting as lead agents. Apart from the curricula, the reform involves
the organisation of education as well as the institutions. The new 5+4+3 educational
structure (primary, lower secondary and upper secondary education, respectively) is
being introduced, with additional 3+2 for higher education (university and postgraduate
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respectively). Less in known for the participation rate in education. According to the data
from the Riinvest Labour Force and Households Survey (December 2002), the
participation rate in secondary education is around 70% of the relevant cohort. Due to the
growing importance of higher education for economic development, policies that target
increasing participation in education in general, and in secondary and higher education
(HE) in particular, are urgently needed. For the sake of comparison, the enrolment in
higher education institutions in Kosova in 2003 was around 10-12%, whereas in a post-
communist country such as Poland it was 30% (in the USA 80% and in the OECD
countries 54%, (see Part A, Figure 2 below). There are roughly 1,000 students per
100,000 inhabitants enrolled in higher education in Kosova (Riinvest 2004), compared to
1,350 students in Macedonia and 4,243 in Slovenia (see Part B, Figure 2 below). Both of
these countries have similar populations to Kosova’s. Due to the fact that the majority of
new jobs require a higher education degree, it is even more important to increase the
number of students. The increase of enrolment in higher education should be given
priority if it is to raise the competitiveness of the Kosovan economy.

Figure 2. A) Students’ enrolment in global comparison; and
B) Number of students per 100,000 inhabitants in South-East
European countries in 2000
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Source: CEPES/UNESCO, Bucharest, Romania, 2002 (mimeo).

The majority of the new jobs created in Kosova during the last four years have been
created in the sector of small and medium sized enterprises (SMEs), for which the
entrepreneurship skills are essential. Consequently, an education system that equips the
new graduates with such skills ensures faster employment, and economic growth.
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Kosova has now a 5 + 4 +3 system of primary and secondary schooling from the age of
6. Recent structural changes have been introduced with the objective of making the
Kosovan education system compatible with education systems in the EU and of other
developed countries. Nearly a quarter of the Kosova’s population is participating in
education. In the 2002/2003 school year there were 973 primary schools with 315,089
students enrolled and 20,352 teachers. In that year there were 140 secondary schools (in
72.5% of these schools the teaching is provided in Albanian, in 22% in Serbian, in 4.5%
in more than one language, and in one secondary school in Turkish which makes 0.7%).
The total number of students enrolled in the secondary education is 86,830 (55.1% are
men). The University of Prishtina had 23,175 students enrolled in 2002/2003. There are
also some private providers of higher education, but they are still in the initial stage of
development.

Several previous reports on the Kosovan education system describe the system and point
out the key characteristics and weaknesses before the 2001 elections (OECD 2003a). In
short, the system offered little pre-school provision, suffered from high pupil
absenteeism in compulsory schooling, and low participation rate in post-compulsory
secondary and tertiary education. Buildings and equipment were in poor condition, and
low salaries of teachers and lecturers and the lack of in-service training resulted in
multiple job-holding, and a slow and uneven implementation of modern curricula and
teaching and learning methods. In the old system the evaluation and assessment was not
carried out centrally, all the responsibility for these was devolved to schools. There was
no standardisation of assessment to enable comparison between schools and teachers,
respectively. The undergraduate studies lasted for a minimum of four years; only 1,600
students graduated in 1999/2000, a quarter of these in science and engineering. Such low
graduation rate, together with high non-completion rates and a long average duration of
studies have been persistent characteristics of the University of Prishtina. Tuition fees
were introduced in 2002/2003 and a commitment was made to reform structures and
curricula in line with the Bologna process.

The education in Kosova is mainly public, and participation in private education is still
low. Secondary and primary education is financed through grants from the central
budget, which are transferred to the municipalities; higher education is financed directly
by the Kosovan budget and by students’ contributions in the form of tuition fees. Private
secondary education, such as private colleges licensed by the Ministry of Education,
Science and Technology, are financed through private sources. Until now there have not
been developed any mechanisms that would enable a broader portfolio of financial
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sources for education, such as combined private and public financing, partnership forms
and use of external financial sources. Education expenditure in the 2004 Kosova budget
accounts for about 15% of the total budget expenditures. Table 3 shows how spending in
education in Kosova has evolved during the period 2000-2004. Spending in education is
presented in absolute figures and as percentages of the total public expenditure (Hoti et
al., 2004).

Table 2. Government expenditures in education in Kosova
2000-2004, (in ‘000 Euros)

2000 % 2001 % 2002 % 2003 % 2004 %

Preschool, primary

49,493 87.3 52,241 87.0 61,740 835 61,444 76.8 72,814 78.6
and secondary

Special needs

education 642 0.2 469 0.8 816/ 1.1 956/ 1.2| 1,112 1.2
institutions

Higher education 6,155 10.9 6,395 10.6/ 9,891 13.4 11,591 14.5| 12,943 14.0
National University 140 0.2 242 0.4 265/ 0.4 1,125 1.4/ 1,385 15
Library

Education 251 0.4 732 12 1,012 14| 449 56 2812 3.0
administration

Teacher training 192 0.3 230 0.3 1,280 1.4
Curriculum 65/ 0.1 200 0.2 273 03
Development

Total 56,681 100.0 60,079  100.0| 73,981 100.0 80,043 100.0| 92,620 100.0
Total Kosova Budget 285,600 288,200 383,708 556,900 619,000

% of total budget 20% 21% 19% 14% 15%

Source: MEF and Riinvest (2004).

4.3 Emigration in Kosova

Emigration and the following impacts, both economic and social, have been widely
analysed. It is shown that decisions about emigration depend on: (i) the cost of
emigration; (ii) relative wage levels at home and abroad; (iii) the level of, and eligibility
criteria for, unemployment benefits and social assistance; (iv) the unemployment rate at
home; and (v) the level of education of those tending to emigrate.

Restrictions on people’s movement both within and across countries prevailed in almost
all of the former socialist countries. In some countries, for example in Albania, every
movement was strictly supervised and allowed only with a special permit. The 1974
Constitution of the former Yugoslavia introduced some elements of market economy, the
reforms that made it thus different from other socialist countries. People were allowed, to
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a considerable degree, to move freely and to choose their residence according to their
preferences. Nonetheless, other constraints prevailed, such as financial and cultural ones,
attitudes etc.

As a consequence of having young population and persistently high unemployment rate,
Kosova has experienced both temporary and permanent mass emigration over the recent
years, with approximately half a million Kosovars living abroad and whose remittances
account for about a quarter of the national income. Emigration in Kosova took place
during two distinctive time periods. The first one started in the 1980s and continued
during the 1990s until the 1999 war, estimated at around 250,000 people. The second
wave of emigrants consisted of massive emigration/movements of population; it started
during the 1988 conflict and culminated during the open war in 1999.

The emigration in Kosova had a strong impact on two aspects. First, the emigration
waves of the 1980s and 1990s had an impact on the population growth, which decreased
from 46,000 persons per annum in the early 1980s to 36,000 in the 1990s. Second, in
terms of the labour market and private sector development, the emigration can be
thought of as having two effects: (i) it puts downward pressure on unemployment since it
reduces the labour supply for a given level of labour demand and, assuming there is a
fixed number of vacancies, those who remain in Kosova have a higher chance of getting
a job; (ii) emigration induces private employment creation due to remittances that
emigrants send back home not only in cash but also in the form of machinery. It is
estimated that such remittances sent by emigrants working in Western European
countries amount to around $500 million per annum. This amount is approximately a
quarter of Kosova’s GDP and, given the lack of social benefits/assistance, remittances
are an important source of income for families residing in Kosova as well.

5 Data and Methodology

5.1 Data and Some Descriptive Statistics

The data used in this analysis are from the Household and Labour Force Survey
conducted in December 2002 by Riinvest Institute. The survey was run to provide data
for the labour market in Kosova, as well as to provide some demographic and household
expenditure data. The unit of observation in the survey was a household, but data were
collected for each family member. In total, there are data for 8,552 individuals, of whom
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some 4,937 are of working age and reside in Kosova (i.e. they are not emigrants), while

2,861 of latter group are in the labour force. Table 1 summarises the main characteristics

of the labour force in Kosova in general as well as of the employed and the unemployed,

in particular.

Table 3. Descriptive statistics for the labour force in Kosova
Labour force

Employment status (%)
Urban residence (%)
Men (%)

Age (average years)

Age less or equal 30, (%)
Married (%)

Education (%)
No education (%)

Primary education only (%)
Secondary education (%)
College education (%)
Higher education (%)
Private business ownership (%)

Working experience
Working experience (up to 1 year) (%)

Working experience (1 to 5 years) (%)
Working experience (over 5 years) (%)

Business sector
Agriculture (%)

Industry (%)
Transport and services (%)
Education and health (%)

Other (%)

Note: Standard deviations in parentheses.

1

0.500
(0.500)
0.639
(0.480)
33.519
(11.561)
0.481
(0.500)
0.635
(0.482)

0.017
(0.129)
0.252
(0.434)
0.572
(0.495)
0.073
(0.261)
0.081
(0.273)

Employed

0.510
(0.500)
0.588
(0.493)
0.745
(0.436)
38.082
(11.126)
0.310
(0.463)
0.773
(0.419)

0.009
(0.096)
0.152
(0.359)
0.553
(0.497)
0.135
(0.342)
0.150
(0.357)
0.490
(0.500)

0.181
(0.385)
0.463
(0.499)
0.357
(0.479)

0.043
(0.202)
0.173
(0.379)
0.484
(0.500)
0.200
(0.400)
0.094
(0.291)

Unemployed

0.490
(0.500)
0.444
(0.497)
0.532
(0.499)
29.659
(10.411)
0.624
(0.485)
0.509
(0.500)

0.019
(0.137)
0.324
(0.468)
0.580
(0.494)
0.034
(0.182)
0.036
(0.186)
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The first observation derived from Table 2 is a high unemployment rate (49%).
Unemployed individuals are concentrated in rural areas (56% of the total number of
unemployed live in rural areas compared with just 45% of the employed). The
unemployed are younger than the employed and, as discussed below, they are also less
educated. Men are over-represented, both among the labour force and the employed, the
former reflecting low female activity rate. Almost two-thirds of the unemployed are
under the age of 31. Nearly half of those who are employed work in the private sector.
Employment is concentrated in transport and services.

In Table 3 we present some descriptive statistics for all Kosovan emigrants residing in
other countries, and for emigrants aged 16-64 (i.e. working age emigrants). From this we
can get some insight about the nature and reasons for emigrating.

Table 4. Descriptive statistics for emigrants

All emigrants Emigrants aged 16-64

Urban Resident (%) 0.37 0.38
(0.48) (0.49)
Men (%) 0.66 0.70
(0.47) (0.46)
Age (average years) 26.37 31.36
(13.69) (9.45)
Married (%) 0.60 0.62
(0.49) (0.49)

Education
No education (%) 0.03
(0.17)
Primary education only (%) 0.24
(0.43)
Secondary education (%) 0.62
(0.49)
College education (%) 0.10
(0.30)
Higher education (%) 0.004
(0.07)

Note: Standard deviations in parentheses.

Just above one third of the Kosovan emigrants are from urban areas. This is an indication
that people from rural areas are induced to emigrate more that those from urban areas,
and higher unemployment rate in urban areas might be one of the explanations for this
pattern. Another observation from Table 3 is that the average age of the working age
emigrants is lower than that for the labour force in Kosova. If we look at education, we
can notice that the emigrants are more educated than the labour force in Kosova (Figure
2), which indicates that the more educated persons tend to emigrate more.
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Figure 3. The education level for the labour force in Kosova
and for emigrants age 16-64
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Source: Data from Riinvest Labour Force and Household Survey (2002).

5.2 Methodology

Our primary objective in this analysis is to explore what is happening to the human
capital in the post-war Kosova. Due to the data limitations we cannot analyse many
aspects of human capital formation and deterioration in Kosova. We have, in particular,
explored the probability of being unemployed and emigrating. Our analysis, therefore,
consists of two parts.

First, using the data for 2,861 working age individuals, who are active in the labour force
(either employed or unemployed) and reside in Kosova, we estimated the probability of
being unemployed. We employed a Logit specification, which is expressed as the odds
ration in favour of being unemployed (i.e. the ratio of the probability that a person in the
labour force will be unemployed to the probability that that person will not be
unemployed). The dependent variable is the probability of one being unemployed and the
independent variables are: residence (urban/rural), gender, age, marital status and level
of education. Due to data limitation we could not discriminate between types of
education (vocational, general etc). This would have allowed us to see whether there is
any difference in one’s employment status depending on whether he/she has finished a
vocational or general-type of education. Our first model is presented below.
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1)

P(U); = B; + BoResid ; + BsGender ; +B,Age ; + BsAgeless3l; + BgMarried ; +
B7NOEdu it BgsecEd it BgUniEdi + BmPOStUniEdU itu;

where the i subscript stands for an individual, while other variables are defined as

follows:
Resid = 1if living in urban areas, 0 if living in rural areas
Gender =1 if male, O if female
Age in years
Ageless31 =1 if age is less than 31, 0 if 31 and older
Married =1 if married, 0 otherwise
NoEdu = 1 if the individual did not complete any education level, 0 otherwise
SecEd = 1 if the individual has completed secondary education, O otherwise
UniEdu = 1 if the individual has completed university education, 0 otherwise

PostUnivEdu = 1 if the individual has completed post-university education,
0 otherwise

In the second part of our analysis we estimate the probability of emigration. The model is
the same (Logit Model) and the independent variables are: residence (urban/rural),

gender, age, marital status and level of education. The data used for this analysis consist
of data for 2,301 individuals of working age (16-64), regardless whether they are in the
labour force or not, of whom 456 are emigrants (19%).

@)

P(E); = B1 + B2Resid ; + BzGender ; +B4Age ; + BsAgeless3l; + BsMarried ; +
B7NoEdu ; + BgSecEd ; + BoUni.&post-uni.Ed; + u

where the i subscript stands for the individual, while other variables are defined as

follows:
Resid = 1if living in urban areas, 0 if living in rural areas
Gender =1 if male, 0 if female
Age in years
Ageless3l = 1if age is less than 31, 0 if 31 and older
Married =1 if married, 0 otherwise
NoEdu = 1 if the individual did not complete any education level, 0 otherwise
SecEd = 1if the individual has completed secondary education, 0 otherwise
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Schooling in both models is measured by the level of education completed and, as
showed above, we cannot distinguish between different types of schooling. It would be
expected that those with vocational education face higher probability of being
unemployed compared to those with general education qualifications. The omitted
category for education in both models is primary education. Note that in the second
model we have combined both university and post-university types of education.

6 Empirical Findings

Prior to the assessment, we expected that those who are less educated, reside in rural
areas and are young face higher probability of becoming unemployed. Regression results
for Equation (1) are presented in Table 4 below. In addition, Equation (1) is estimated for
all persons in the labour force who reside in Kosova (column 1) and for men and women
separately (column 2 and 3, respectively).

All coefficients in column 1 have the asterisk sign and all the coefficients except those in
’age less that 31’ and "no education’ are not significant. Based on these results, it can be
said that the probability of being unemployed is lower if a person is an urban resident,
and a married male. This probability decreases also with age and with the level of
education. These results are consistent with other statistics whereby the unemployed are
concentrated in rural areas, among females, youth and less educated individuals.

The regression results presented in column 2 and column 3 for men and women
respectively show mainly the same pattern as those in column 1, except that the
coefficient on urban residence for women is not significant and has the wrong sign.

In general, all coefficients in three columns show consistency that the probability of
unemployment is lower for urban residents, for men and for married individuals. It
decreases with age and with the level of education.
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Table 5. Probability of being unemployed
using logit maximum likelihood estimation

Regressors

Constant
Urban resident
Male

Age

Age less than 31
Married

No education
Secondary

Uni. Education
Post-Uni. Educ.
Sample size

Goodness of fit
Pseudo-R?

Note: t-statistics in parentheses; * significant at 5% level of significance;

Incidence of
unemployment (all)

1
3.17*
(10.20)
-0.27*
(-3.18)
-0.80*
(-9.06)
-0.05*
(-6.96)
-0.12
(-0.79)
-0.48*
(-4.70)
-0.17
(-0.51)
-0.62*
(-6.13)
-1.41*
(-7.19)
-1.59%
(-8.25)
2861
0.692
0.145

Dependent variables

Incidence of
unemployment (men)

2
2.37*
(6.33)
-0.44*
(-4.22)

-0.04*
(-5.28)
-0.16
(-0.86)
-0.66*
(-4.82)
-0.30
(-0.63)
-0.54*
(-4.25)
-1.39*
(-5.20)
-1.33*
-5.39
1829
0.690
0.123

Incidence of
unemployment (women)

3
3.27*
(5.95)
0.10
(0.65)

-0.06*
(-4.51)
-0.09
(-0.37)
-0.28**
(-1.74)
-0.04
(-0.09)
-0.84*
(-4.86)
-1.54%
(-5.18)
-2.01*
-6.61
1032
0.696
0.110

** significant at 10% level of significance.

The second part of our analysis consists of estimating the probability of being an

emigrant from Equation (2). The results from a Logit Maximum Likelihood Estimation
are presented in Table 5. All coefficients have the asterisk sign, though not all of them

are significant. From the regression results, the following observations can be made: (i)

urban residents are less likely to emigrate than rural residents; (ii) men are more likely to

emigrate than women; (iii) the probability of emigration decreases with age, but there is

no significant difference in the probability of emigration between those aged under 31

and those of 31 and above; (iv) married people are more likely to emigrate; and (v) the

probability of emigration increases with education.
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Table 5. Probability of emigration using logit maximum likelihood estimation

Regressors Incidence of emigrating
Constant -1.45*%
(-3.86)
Urban resident -0.38*
(-3.40)
Men 0.82*
(6.83)
Age -0.03*
(-3.41)
Age less than 31 0.04
(0.19)
Married 0.50*
(3.59)
No education 0.30*
(0.91)
Secondary 0.47*
(3.60)
Uni. & post-uni. education 0.33**
(1.658)
Sample size 2,301
Goodness of fit 0.806
Pseudo-R-Squared 0.053

Note: t-statistics in parentheses, * significant at 5% level of significance; ** significant at 10% level of significance.

6 Conclusions

In this paper we have analysed the human capital, unemployment and emigration in
Kosova. Two issues were analysed in particular. First, with the help of the data from the
Riinvest Labour Force and Household Survey (December 2002), we estimated the
probability of unemployment for those who are of working age, who are active in the
labour force and reside in Kosova. Empirical findings show that the probability of
unemployment is lower for urban residents, for men and for married people. It also
decreases with age and with the level of education. From these results we can show that
the human capital of women, young and less educated individuals is deteriorating.
Unless necessary steps are taken to reintegrate these people into the employment world,
they will become a burden to the society.

In the second part we have explored the probability of emigration. The empirical results
show that the probability of emigration is lower for urban residents compared to rural
residents and that men and married people tend to emigrate more. On the other side, it is
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also shown that more educated people have higher propensity to emigrate. This is
primarily due to the fact their chances of finding a better job and life abroad are higher
along with lower emigration costs (included are searching costs). These results point to
the issue of “the brain drain”, which is becoming a real concern for some of the transition
countries. In Albania, nearly 1,000 academics who emigrated during the 1990s created a
vacuum in the academic life there. Although in Kosova this phenomenon is still not
strong, there are signs that as time passes it will become a real concern. More educated
people constitute the most productive part of the society and their emigration has a
strong impact on domestic economy. From this point of view, the government should
create better environment for the highly-educated people in order to stimulate them to
stay and to work in their home country.

The debate over the right emigration policy is still going on. It seems that this debate is
balanced stating both positive and negative aspects of emigration. Given the high
unemployment rate in Kosova, emigration is playing an important part in financing the
consumption expenditure of the families in Kosova, as well as financing investment
expenditure by the private sector. We did not explore the latter issue and this might be an
interesting topic for another research.

If we reconcile the results from two regression equations than some interesting
relationships can be found. Firstly, the individuals residing in rural areas face higher
probability of unemployment. Consequently, they tend to emigrate more compared to
those residing in urban areas. Secondly, men and married people face lower probability
of unemployment. But they also tend to emigrate more compared to their respective
counterparts. There is no straightforward explanation for this, although one might say
that emigration is also a function of the family size (i.e. individuals from larger families -
married people - tend to emigrate more). Thirdly, although more educated individuals
face lower probability of unemployment in Kosova, they tend to emigrate more than less
educated individuals.
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Financial Sector, Inflation
and Monetary Policy



Deposit Interest Rates, Asset Risk and
Bank Failure in Croatia

Abstract

During the 1980’s and 1990’s, financial liberalization became an almost universally-
accepted policy prescription. Large numbers of countries eased licensing, deregulated
interest rates and dismantled systems of directed lending. However, banking system
crises, first in the southern cone of Latin America in the early 1980’s and later in the
U.S., Scandinavian countries and a large set of emerging market economies, raised
questions about the links between financial liberalization and instability. In particular,
Hellman, Murdoch and Stiglitz (2000) question the wisdom of complete deregulation of
deposit interest rates, arguing that this can facilitate “purchasing market share” to fund
“gambling.”

The transition countries of Central and Eastern Europe provide an interesting laboratory
to test these arguments. Starting in the early 1990’s, these countries rapidly liberalized
their banking markets, removing restrictions on entry, asset composition and interest
rates. For this reason, the experience of such countries may help confirm whether the
U.S. experience of the 1980’s was typical.

In this paper, we examine the experience of Croatia, which liberalized its banking
regulations in the early 1990’s. After the end of the wars surrounding the break-up of
former Yugoslavia, Croatia experienced rapid growth in the number of banks, strong
deposit growth and substantial increases in deposit interest rates in the period 1995-98.
This buoyant period was punctuated by the failures of numerous medium-sized banks in
1998 and 1999.

" Evan Kraft, Croatian National Bank, Croatia.

™ Tomislav Galac, Croatian National Bank, Croatia.
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Our argument is that high deposit interest rates helped fund the expansion of risk-loving
banks, and had important negative external effects on healthy banks, thus making a
strong contribution to the banking crisis of 1998-99. We proceed in two steps. First,
using panel regression techniques, we show that banks were able to increase deposit
growth, and thus fund rapid expansion, by raising interest rates in the pre-crisis period.
We also show that the interest-elasticity of deposits completely vanished during the
banking crisis.

Second, we provide a set of predictive models of bank failures. These models show that
deposit interest rates were one of the most significant variables predicting bank failures.
High risk banks—the ones that eventually failed—often offered higher deposit interest
rates than low risk banks.

Having shown that high deposit interest rates were a source of funding for risky banks,
and that high deposit interest rates are correlated with eventual failure, we end the paper
with a discussion of policy implications.

Keywords: interest rate regulation, banking crisis, bank failure models, financial

liberalization
JEL Classification: G21, G28
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1 Introduction

During the 1980’s and 1990’s, financial liberalization became an almost universally-
accepted policy prescription. Large numbers of countries eased licensing, deregulated
interest rates and dismantled systems of directed lending. However, banking system
crises, first in the southern cone of Latin America in the early 1980’s (Diaz-Alejandro,
1985), and later in the U.S., (White, 1991; Kane, 1989) Scandinavian countries (Nyberg
and Vihriala, 1994; Vihriala, 1996) and a large set of emerging market economies, raised
questions about the links between financial liberalization and instability (for cross-
country econometric evidence see Demirguc-Kunt and Detriagache, 1998; 1999). While
there are strong arguments and some evidence to argue that financial liberalization is
beneficial in the long-term (Allen and Gale, 2003; Ranciere, Tornell and Westermann,
2003) there is much controversy about the medium-term costs and the optimal approach
to regulation under liberalized conditions.

A crucial component of financial liberalization is the liberalization of interest rate
setting. With the lifting of Regulation Q in 1980 in the United States, intellectual fashion
moved against the regulation of deposit interest rates. However, in the decade that
followed the lifting of regulation Q, the U.S. experience provided considerable anecdotal
evidence about the negative effects of unlimited freedom to set deposit interest rates.
Some aggressive banks used high deposit interest rates to fund their risky lending
strategies. And the high deposit interest rates of these banks created a negative
externality by forcing less risk-loving banks to raise their deposit rates to retain deposits,
thus squeezing bank profits and creating a secondary impulse for less risky banks to
actually increase the riskiness of their portfolio. Despite this, deregulation of deposit
interest rates became a standard element of the financial liberalization package adopted
by large numbers of countries.

Keeley (1990) argues that the increase in risk-taking following deregulation was the
result of the combination of unrestricted competition with fixed-premium deposit
insurance. Increased competition erodes franchise value. Under fixed-premium deposit
insurance, this increases the attractiveness of added risk, since greater probability of
failure is not reflected in higher premia and thus does not increase the extent of losses
suffered by the owner under failure. At the same time, added risk implies higher earnings
under favorable outcomes, and thus increases the bank’s capital conditional upon
survival. Keeley demonstrates that banks with greater market power maintain higher
market-value capital-asset ratios and enjoyed lower interest rates on large, uninsured
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certificates of deposit. Reversing this, the erosion of franchise value caused by
deregulation would lead to higher deposit interest rates.

Hellman, Murdoch and Stiglitz (2000) provide a theoretical argument to show that, in an
environment with only capital adequacy regulation and no regulation of interest rates,
banks may have an incentive to bid up deposit interest rates so as to gain the funding to
“gamble” (increase asset risk). Only a combination of capital adequacy regulation and
deposit interest rate limitations can implement the Pareto-optimal allocation under all
circumstances. Capital adequacy regulation alone tends to fail when competition is
strong, i.e precisely in deregulated banking systems. Hellman et al consider systems with
and without deposit insurance, but they only consider fixed-premium insurance, and
acknowledge that “sophisticated fee schemes can be used to reduce moral hazard”.

This leaves open the question of whether the levying of risk-adjusted deposit insurance
premia could eliminate incentives to excessive risk-taking. Chan, Greenbaum and
Thakor (1992) argue that both incentive and information problems make fairly-priced
deposit insurance unfeasible. This question has been hotly debated since then, but the
thrust of the literature seems to lean against the feasibility of completely eliminating risk-
taking via risk-adjusted deposit insurance premia (see, for example, Flannery, 1991; John
and John, 1991; Crane, 1995; Kupiec and O’Brien, 1997; and Freixas and Rochet, 1998;
Galac, 2004 provides an overview). Based on this, we hold that risk-adjusted premia,
although possibly desirable, cannot be a panacea that wholly eliminates the problem of
“market-stealing” increases of deposit interest rates to fund “gambling.”

Taken together, all this points to a connection between “excessive” competition in the
deposit market and suboptimal increases in risk taking. The transition countries of
Central and Eastern Europe provide an interesting laboratory to test these arguments.
Starting in the early 1990’s, these countries rapidly liberalized their banking markets,
removing restrictions on entry, asset composition and interest rates. For this reason, the
experience of such countries may help confirm whether the U.S. experience of the
1980’s was typical.

In this paper, we examine the experience of Croatia, which enacted rather liberal
regulations regarding entry, asset composition and interest rates in the early 1990’s.
After the end of the wars surrounding the break-up of former Yugoslavia, Croatia
experienced rapid growth in the number of banks, strong deposit growth and substantial
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increases in deposit interest rates in the period 1995-98. This buoyant period was
punctuated by the failures of numerous medium-sized banks in 1998 and 1999.

Our argument is that high deposit interest rates helped fund the expansion of risk-loving
banks, and had important negative external effects on healthy banks, thus making a
strong contribution to the banking crisis of 1998-99. We proceed in two steps. First,
using panel regression techniques, we provide evidence to show that banks were able to
increase deposit growth, and thus fund rapid expansion, by raising interest rates in the
pre-crisis period. We show that the interest-elasticity of deposits was positive and
significant, so that “market-stealing” behavior a la Hellman et al was feasible. We also
show that the interest-elasticity of deposits completely vanished during the banking crisis
as a flight to quality occurred.

Second, we provide a set of predictive models of bank failures. These models show that
high deposit interest rates were one of the most significant variables predicting bank
failures. That is, high risk banks — the ones that eventually failed — often offered higher
deposit interest rates than low risk banks.

Having shown that high deposit interest rates were a source of funding for risky banks,
and that high deposit interest rates are correlated with eventual failure, we end the paper
with a discussion of policy implications. We argue that some form of market-conforming
regulations to prevent “market-stealing” would be an appropriate safeguard.

The paper proceeds as follows. Section 2 provides a brief overview of the liberalization
of the banking market in Croatia in the 1990’s and the dynamics of growth and crisis.
Section 3 offers an econometric analysis of deposit growth. Section 4 presents models of
failure and elucidates the role of deposit interest rates in failures. Section 5 provides a
discussion of policy options and conclusions.

2 Liberalization, Growth and Crisis
in the Croatian Banking Sector

The liberalization of the banking system in Croatia started while Croatia was still part of
the former socialist Yugoslavia in 1989-90. A new banking law was enacted, allowing
relatively free entry, and interest rates were deregulated. Bank supervision was
established, but its effectiveness in the early years was limited.
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Liberalization took place under conditions of war, accompanied by high inflation and
sharp declines in output. A macroeconomic stabilization program implemented in
October 1993 succeeded in bringing inflation under control, and real GDP growth began
in 1994. Decisive military actions in May and August 1995, and the signing of the
Dayton Peace Agreement in neighboring Bosnia and Herzegovina in November 1995
and the Erdut Agreement in late 1996 ended the period of conflict and brought about a
sharp decline in political risk.

The number of banks grew rapidly, even during the war, rising from 22 in 1991 to some
61 in 1997. In addition, by 1997, 36 savings banks, with limited licenses, were also
operating. Deposits began growing strongly in 1995. Growth came partly as a result of
the return of deposits placed in foreign banks by Croatian citizens during the war. In
addition, growing confidence in the banking system began to attract deposits held “in
mattresses”.

Table 1. Banking and macroeconomic overview
1990 1995 1996 | 1997 1998 1999 2000 2001 | 2002 2003

Number of banks 22 54 58 60 60 53 46 44 46 42
Foreign banks 0 1 5 7 10 13 20 24 23 19
Foreign bank assets share 0 1.0 1.0 4.0 6.7 399 841 893 90.2 91.0
Real GDP growth, % 6.8 6.0 6.8 25 -0.9 29 4.4 5.2 4.3
Inflation, % 3.8 34 3.8 54 4.4 7.4 2.3 1.9 1.7

1996 in particular witnessed a substantial increase in deposit interest rates at some banks.
Interest rates on domestic currency deposits rose dramatically in late 1995 and early
1996 (see Figure 1). However, it should be noted that these deposits accounted for a very
small portion of the total. Interest rates on fx deposits, the bulk of deposits, rose
substantially later in the year. A number of banks offered interest rates on deposits in
Deutschmarks that exceed comparable rates in Germany by some 800 to 1000 basis
points (see Kraft, 1999 for details).

Deposits grew explosively in this period, with annual growth rates exceeding 50%
through most of 1996 and all of 1997 (see Figure 2). Both kuna and fx deposits grew
rapidly.
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Figure 1. Average bank deposit interest rates
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Figure 2. Rate of growth of non-transactions deposits, % yoy
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At the same time, lending surged, reaching a peak growth rate of 44% in 1997. Such
rapid growth suggested the presence of increased risk taking, and indeed, in 1998,
several bank failures occurred. The failures continued into 1999, with a total of 16 banks
accounting for approximately 20% of 1997 total banking assets failing in 1998-99.
Deposit growth came to a halt, and aggregate deposits actually fell during the height of
the crisis in February-May 1999. During the crisis, there were signs of a reallocation of
deposits towards the foreign banks, as some domestic banks experienced substantial
withdrawals.

The crisis was overcome through a combination of bankruptcies, lender-of-last resort
actions by the central bank, and a turnaround in the macroeconomic situation starting in
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the second half of 1999. The sale of four banks that had been seized by the government
to foreign strategic partners in late 1999 and early 2000 helped further consolidate the
situation.

3 Econometric Analysis of Deposit Growth

The brief background sketched out in section 2 suggests that risk-loving banks used
increases in deposit interest rates in the expansionary period of 1995-97 to fund rapid
lending growth. However, once bank failures began, a flight to quality occurred, in
which interest rates were no longer the decisive factor in deposit allocation.

To test whether this picture is accurate, in this section we build a panel model of
depositor behavior and test it on the Croatian data. Our dependent variable is the
quarterly rate of growth of deposits at individual banks. Depositors’ decision to make
deposits in a particular bank should be affected by the interest rate offered by the bank
relative to interest rates offered by other banks. For this reason, we use the difference
between the interest rate of the individual bank at a given time from the average for all
banks at this time, rather than simply the interest rate of the individual bank.

Also, we focus on one particular interest rate, the interest rate of foreign currency time
deposits. We do this for two reasons. First, by using a narrow category of deposits, we
make sure that shifts in deposit composition do not contaminate the interest rate series.
Second, foreign exchange time deposits are overwhelmingly the largest category of
deposits, and thus it makes sense that savers would choose to make deposits on the basis
of this interest rate (if interest rates are crucial to their choice of bank).

In addition, bank characteristics may affect depositor perceptions. However, it should be
noted that disclosure about bank performance was fairly limited in Croatia in the 1990’s.
Banks were required to publish audited annual reports, and banks offers of interest rates
and other deposit conditions were also public knowledge. However, banks were not
required to provide any higher frequency information about themselves, and the Croatian
National Bank, the regulatory institution, did not publish any further bank data. Central
bank analysts did publish two overviews of bank performance during 1997, one of which
used peer group data (Kraft and George, 1997) and the other of which pointed out the
dangers of rapid growth and singled out a set of rapidly-growing banks (Sonje, 1997).
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A crucial element in depositor behavior towards bank risk is the existence of deposit
insurance. A Law on Deposit Insurance was passed in 1994 (Government Gazette 44, 3,
June 1994). However, enabling legislation was only passed much later, providing for the
collection of the first insurance premia in mid-1997 and the introduction of limited
insurance (full coverage of all household savings deposits up to 30,000 HRK, and 75%
of the amount of deposits between 30,000 and 50,000 HRK) was announced for January
1, 1998. Thus, while insurance was not in place in 1996 and 1997, it was expected in the
immediate future.

Furthermore, the experience of the early 1990’s could easily have lead savers to believe
that the government would not tolerate bank failures. The second, third, fourth and fifth
largest banks in the country were clearly insolvent as of 1995, and were taken over and
recapitalized by the government in 1995 and 1996. This, and the rather politicized
banking environment, could well have created expectations either that banks would not
be allowed to fail, or that an implicit government guarantee was available. Only in
March 1999, when four banks were sent to bankruptcy, did it become entirely clear that
failures would happen and that deposit insurance coverage was limited.

Given this situation of a perception of strong government guarantees, one would expect
that depositors would be relatively indifferent to bank risk in allocating their deposits.
However, it still seems important to control for bank characteristics in modeling deposit
allocation. For one thing, bank size could impact on the convenience of making deposits
and on name recognition. For another, even if a relatively limited number of depositors
chose banks on the basis of perceived soundness, indicators of solvency would be
relevant. We therefore include Tier 1 capital to asset ratios as a way of seeing whether
this very broad indicator of soundness affected depositors’ behavior, with the caveat that
depositors would only have had the previous year’s end-year figure to work with.
However, capital asset ratios change slowly in quarterly data.

We intentionally avoid using asset quality data as an indicator of bank soundness for two
reasons. First, such data was not available at all to the public, since it was not disclosed
in annual reports or in central bank publications. Second, the data before 1999 was
clearly unreliable. In several bank failures, asset quality was found to be very poor upon
failure, but previous call reports indicate minimal problems. Bank supervisors had been
unable to ensure accurate reporting in many cases.
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A last bank characteristic variable is a dummy variable for foreign banks. Casual
empiricism suggests that foreign banks enjoyed reputational advantages over domestic
banks that allowed them to gather deposits more rapidly.

In addition, we control for macroeconomic conditions that would shift the rate of growth
of deposits from quarter to quarter. We use the rate of growth of real GDP and inflation
to pick up changes in income and activity.

Finally, we use dummy variables for the period before, during and after the banking
crisis. These dummies are interacted with the interest rate differential term to allow us to
pick up the changes, if any, in deposit interest elasticity over the three periods.

Before proceeding to describe the regressions, it should be noted that we are testing the
interest elasticity of deposits and not the relationship between perceived bank risk and
interest rates on uninsured bank liabilities. The latter relationship is indicative of the
potential level of market discipline. Martinez Peria and Schmukler (2000) have analyzed
this effect for a set of Latin American countries, and Ellis and Flannery (1992), Brewer
and Monschean (1994) and Keeley (1990) have analyzed this effect for U.S. banks. We
argue that interest rate differentials at Croatian banks in the pre-crisis period were mainly
generated by aggressive banks’ desire to grow rapidly, and not by depositors’ “punishing”
perceived risk-takers. However, to test for such “market-discipline” behavior, we have
included the bank characteristic variables, log total assets and Tier 1 capital ratio, in our
specification. Given the low credibility of deposit insurance in Croatia, we cannot a priori
dismiss the hypothesis that depositors “punished” risky banks with higher deposit interest
rates even after the introduction of deposit insurance in the beginning of 1998.

The regressions are run on quarterly data spanning the third quarter of 1996 and the third
quarter of 2003 using pooled least squares. The bank-by-bank data are taken from
Croatian National Bank call reports, while the macroeconomic data are taken from the
CNB Bulletin and the Bulletin of the Central Bureau of Statistics. Interest rate variables
are contemporaneous, but the bank characteristics variables are lagged one quarter. This
effectively means using the value at the end of the previous quarter, immediately before
the start of the current quarter.

The results are shown in Table 2 below. Column 1 shows the results without
macroeconomic control variables, and Column 2 shows the results with macroeconomic
control variables.
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Table 2. Determinants of growth rate of foreign exchange time deposits

@ (&)
Constant 0.205 0.213
(2.74)** (2.83)**
Interest differential 0.032 0.032
(3.70)** (3.81)**
Interest differential x -0.062 -0.062
Crisis dummy (5.78)** (5.78)**
Interest differential x -0.038 -0.037
Post-crisis dummy (3.86)** (3.82)**
Deposit growth (-1) 0.105 0.104
2.17)** (2.14)*
Foreign bank dummy 0.071 0.072
(3.77)** (3.76)**
Log total assets (-1) -0.004 -0.004
(0.85) (0.83)
Tier 1 capital/assets (-1) -0.011 -0.008
(0.24) (0.17)
Crisis dummy -0.054 -0.057
(2.12)* (2.21)*
Post-crisis dummy -0.057 -0.060
(2.72)** (2.87)**
Euro-effect dummy 0.100 0.096
(3.29)** (2.71)**
Real GDP growth 0.091
(0.99)
Retail price inflation -0.870
(1.00)
Adjusted R-squared 0.173 0.167
F-statistic 25.81 21.796
(probability) 0.000 0.000

Note: Number of cross-sections: 29. Total observations: 1243. ** Significant at 1%, * significant at 5%,
+ significant at 10%.

The most important message is this: the interest-elasticity of deposits is positive during
the rapid expansion period, and then actually becomes negative during the crisis period.
This negative value is confirmed by a Wald test, which shows that the estimated value -
0.019, and the probability of this value being equal to 0 is p=0.0005. Furthermore, after
the crisis, the interest-elasticity rises relative to the crisis period but the point estimate
remains slightly negative. A Wald test shows that we cannot reject the hypothesis that
the post-crisis elasticity is zero (p = 0.2596).

To complete the picture, note that the dummy for foreign banks is significant for the
whole period, indicating that foreign banks showed more rapid deposit growth. We
tested for changes in the foreign bank effect by interacting the foreign bank dummy with
the crisis and post-crisis dummies (results not shown). During the crisis period, the
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foreign bank dummy seems to rise, but the interacted crisis-foreign bank dummy is not
significant at conventional levels (t=1.29). However, this is not the whole story, since
foreign banks offered lower deposit interest rates than domestic ones (Galac and Kraft,
2000). The significant negative interest-elasticity during the crisis period thus implies an
even larger differential between deposit growth at foreign banks and that at domestic
banks during the crisis period.

The interaction of the foreign bank dummy with the post-crisis dummy was highly
insignificant, suggesting that there was no change in the foreign bank effect after the

crisis was over.

Thus, the story of a sharp shift from a situation in which deposits had a high positive
interest elasticity to one in which high deposit interest rates were taken as a sign of
heightened risk is confirmed. In addition, we can note that both the log total assets and
capital-adequacy ratio variables proved insignificant, further adding to the argument that
depositors did not perceive differences in bank risk as important in their deposit
allocations before the crisis.

At the same time, the zero interest elasticity of deposits in the post-crisis period suggests
that depositors remained concerned that high deposit rates might signal greater risk.
Furthermore, this zero elasticity suggests that deposit insurance was not considered
credible. This is hardly surprising, since deposit insurance payouts were extremely slow
during the 1998-99 bank failures. In some cases, the period between the blocking of the
bank’s accounts and the payment of insurance was almost two and half years. Even if
interest were paid on deposit liabilities, liquidity-constrained depositors would certainly
not be indifferent to failure in such a situation.

We also tested for changes in depositors’ risk-perceptions by interacting the dummies for
the crisis and post-crisis period with the bank characteristic variables, log total assets and
tier 1 capital ratio (results not shown). The interacted variables also were insignificant. It
would be hasty, however, to conclude from this that Croatian depositors did not “punish”
banks perceived to be risk in the crisis and post-crisis periods. Rather, a more plausible
interpretation of the findings would be that Croatian depositors presumed foreign banks
to be less risky throughout the whole period, and that they perceived banks offering high
interest rates to be risky during the crisis and to an extent after it. The continued
perception by at least some depositors that high deposit interest rates are a sign of risk
could help explain the estimated zero interest elasticity in the post-crisis period.
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4 Deposit Interest Rates and
the Causes of Bank Failures

Now that we have shown that banks were able to gain increased access to funding by
raising deposit interest rates, we can examine whether there was a connection between
high deposit interest rates and bank failure. Most research suggests that bank failures
occur as a result of credit boom and bust cycles (see Logan, 2000), recklessness and
fraud, and poor management. All other frequently cited reasons can be classified as
belonging to the latter category (see Honohan, 1997).

Furthermore, bank failures are rare events. This makes it hard to study their causes and
consequences using econometric techniques. Actually, they appear in clusters during
times of political or economic instability or transition, and then they are reasonably
referred to as a "banking crisis" (Hardy, 1998). This is why most empirical studies
examining causes of bank failures are cross-section analyses of pre-banking crisis bank
characteristics that can be reasonably conjectured to have caused the failures during the
crisis.

The empirical literature on leading indicators of bank failures suggests that leading
indicators can be roughly categorized into five classes: CAMELS grades, international
agencies' ratings, market prices of bank stocks and subordinated debt, (standard)
balance-sheet and income statements financial ratios, and other (non-standard) measures
of bank risk and financial strength.

Regarding the first two classes, there is increasing evidence that traditional CAMELS
grades and especially international credit ratings have limited bank failure prediction
capabilities in emerging market countries. (Rojas-Suarez, 2001). Furthermore, there is
some empirical evidence on the weakness of market prices in predicting bank failures not
only in the less developed financial systems such as South-East Asian (Bongini et al.,
2001), but also in the most developed banking systems with deep and liquid markets
such as that of the US (Gilbert et al., 2001). This evidence contests the logical
expectation that CAMELS grades, international agencies' ratings, and market price risk
premia - all containing implicit assessments of the probability of a bank's failure by the
most informed market participants — should be closely correlated with the probability of
bank failure.
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In the case of Croatia, this discussion is somewhat academic due to lack of data. Only
one Croatian bank had been rated by an international agency prior to 1998, and only a
few banks have ever had their stocks or bonds listed on the market. Also, there is no
market for CD's. Furthermore, even though the interbank market is active in Croatia, it is
concentrated on trading in very short term instruments whose prices carry little
information on individual banks' risk premia. Finally, the Croatian National Bank, which
supervises commercial banks, had not introduced CAMELS grades prior to the banking
failures studied here.

The remaining two classes of potential explanatory variables for our bank failure
prediction model are standard balance sheet and income statement ratios and other non-
standard indicators of banks' financial condition and risk profile. Among them, the ones
most commonly found in empirical studies' can further be categorized according to
specific risks or strengths that they measure or proxy (see Appendix Table 1). We
included most of these indicators in our initial analysis, and added some additional ones
to measure or proxy specific risks faced by Croatian banks of the mid-90's (for more
information see the detailed discussions of these risks in Kraft, 1999; éonje and Vuj¢ic,
1999; and Jankov, 2000).

We compiled a list of 38 potential explanatory variables for bank failure prediction,
including 33 ratios, 2 interval values, and 3 dummies. The three dummies are: new
(founded after 1989), foreign (founded as a foreign subsidiary), and "too big to fail" (by
our own expert judgment). Two interval-type variables, eventually to be used for control
purposes, are total assets and total off-balance sheet assets. The remaining 33 "ratios”
include standard financial ratios for banks, such as return-on- average-assets and Basel-
type capital adequacy ratios, but also a number of less standard measures and "quasi-
ratios" (see Appendix Table 2).

Choice of the dependent variable required making several expert judgments. The first
decision was whether to include both distressed and failed banks. Since the definition of
distress is intrinsically subjective, and in practice often based on perceived levels of the
very variables that are included in the candidate explanatory variables list, we chose to
consider only effectively failed banks, i.e. those banks that eventually entered into a
bankruptcy or a liquidation process (14 banks) or had been taken into state receivership

! See for example Logan (2000), Gonzalez-Hermosillo (1999), Hanousek (1999) and Rojas-Suarez
(2001).
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and rehabilitated at taxpayers’ expense (2 banks). Exceptionally, we also consider one
bank as failed that does not formally meet these criteria, but is known to have been
insolvent in 1999-2000.2

A second, related decision was to extend the time horizon for failure of bankrupt and
liquidated banks, since most actually entered into bankruptcy or liquidation only after the
1998-99 crisis period, due to the unusually slow legal process of bank closure in Croatia.
To be precise, we labeled as failed all banks operating at the beginning of 1998 that
ceased operations before 2003 due to observable effects of the banking crisis.

Since all of the failed banks were in operation by 1996, and all but one were in operation
by 1995, all of the failed banks are included in our analysis. Two foreign owned
subsidiaries that only started their operations in 1997 and the one foreign branch
established were excluded from the analysis, since their operations were unusual enough
to produce extreme outliers on most candidate variables. This resulted in a sample of 17
failed and 40 surviving banks. Also, since not all candidate variables were measured in
all three years of interest, and some banks started operating during this period, not all
variables that are measured in all three years have measurements on all banks for all
years.

To develop bank failure prediction models, we began by running normality tests on the
candidate explanatory variables. Ex-ante, such ratio variables are expected to be highly
non-normal. We used nonparametric methods to select those variables that had
statistically significant discriminatory power in separating failed from survived banks.
Then, considering the binary nature of the dependent variable, we examined various
specifications of logistic (logit) regression models combining the variables from this
reduced set, and selected the best model for each year separately, based on statistical
properties and parsimony.

We used the Kolmogorov-Smirnov test for normality with Lilliefors' significance
correction, and the Shapiro-Wilk test for variables on which there were fewer than 51
observations (see Appendix Table 3). The tests found that normality could not be
rejected at the five percent significance level for only 5 of 35 variables tested. Even

2 The bank was found to be insolvent by central bank examiners. A central bank administrator was
appointed, and the announcement of his appointment led to a bank run. The bank was temporarily
closed, and then recapitalized by government payment of back interest on certain government
securities held by this bank and others. Later the bank was sold.
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among these variables, this result held true in two years for only 2 variables, and it did
not hold for any variable for all three years. Therefore, we concluded that by and large
the explanatory variable data set contains variables that are non-normally distributed, and
as such require the use of nonparametric techniques in further analysis.

To select variables with statistically significant discriminatory power for bank failure
prediction we used the Mann-Whitney U-test (see Table 4 in the Appendix) for the
difference in medians between the group of failed banks and the group of survived
banks. At the ten percent (two-tailed) significance level, the test found four variables that
were statistically significant in every year in which they were measured. It found an
additional three variables that were statistically significant in two out of three years, and
seven variables that were significant in only one of three years. The seven variables and
their group medians with respect to the dependent variable are shown in Table 3.

Table 3. Bank failure final sample variables

Year Group DR LIQ CAR RLAR LR OHER CM
y=1995 F=0 3.9 0.1 24.5 47.8 103.1
F=1 6.4 -0.1 26.4 52.6 99.3

Total 4.4 0.0 24.9 50.2 101.0

Mann Whitney U Test p 0.0001 0.0035 0.1330 0.2755 0.4294
y=1996 F=0 3.2 12.7 35.4 3.8 21.6 52.7 95.4
F=1 7.4 -13.3 20.2 10.2 26.2 49.9 86.4

Total 4.4 8.2 31.2 5.5 22.7 50.6 95.1

Mann Whitney U Test p 0.0000 0.0009 0.0126 0.0533 0.0143 0.0752 0.0494
y=1997 F=0 3.0 13.2 26.8 2.9 15.0 55.9 74.2
F=1 5.8 -2.3 15.2 115 18.7 43.4 57.0

Total 3.5 8.4 24.4 3.6 16.2 50.9 72.6

Mann Whitney U Test p 0.0001 0.0002 0.0024 0.0455 0.0066 0.0396 0.0347

DR represents the annual average of monthly volume weighted average deposit rates on
new or renewed foreign currency denominated deposits. LIQ is the annual average of
daily ratios of non-borrowed excess reserves to required reserve deposit base. CAR
(capital adequacy ratio) is just a year-end standard Basel | type regulatory capital to risk
weighted assets ratio. RLAR is a year end risky loans to total assets ratio, where risky
loans are defined as large and very large loans as well as total exposure to connected
parties. Computed analogously to DR, the LR variable represents the loan rate on
domestic currency denominated new loans. The only income statement indicator among
the selected variables, OHER is the year-end proportion of overhead expenses in total
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expenses. Finally, the only balance-sheet variable in the selected group, CM (currency
mismatch indicator) is the ratio of total foreign currency assets and foreign currency
deposits.

Before analyzing the possible causal relationships between the bank characteristics
measured by the selected variables and bank failures, it is surprisingly informative to
examine some of the standard bank analysis ratios that did not make it to that list. For
instance, in 1996 both the median ratio of (reported) impaired claims to total assets and
the median ratio of (reported) nonperforming assets to total assets are actually lower for
failed banks than for survived banks. In 1997 this relationship is reversed, but even then,
the two ratios are statistically highly insignificant in both years. Similarly, we find the
standard measures of profitability also statistically highly insignificant in 1995 and in
1997. At a same time the medians of these ratios, return on average assets (ROA) and on
average equity (ROE), are indeed (slightly) lower for the failed banks in those two years,
as expected. Surprisingly, both variables are statistically significant in 1996, the only
year for which the medians are noticeably different.

On the one hand, these results could indicate that the failed banks split into two camps —
banks that reported (more realistic) low profits and banks that reported (unrealistically)
high profits, compared to the overall median. If this is correct, then they also point
towards overvaluation of asset quality by failed banks as a cause for overestimation of
profits. On the other hand, the results could imply that the distribution of profitability
measures is similar across the failed and across the survived banks (except in 1996),
which would point to factors other than profitability (or asset quality) as responsible for
the bank failures.

Another group of standard bank analysis variables that is omitted from the final selection
are measures of growth. Unlike the profitability and asset quality measures, all three
growth measures from the initial variable set were only mildly insignificant in most
years, and two of them were significant in one of three years. However, contrary to
expectations, the median credit growth for the failed banks is lower than for the survived
banks in 1997, the only year for which the credit growth variable showed discriminatory
power. By contrast, the median off-balance sheet asset growth is, as expected, much
higher for failed than for survived banks in the only significant year, 1995. Finally, the
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total balance sheet growth variable has no predictive ability in any period. These results
suggest that there is no simple relationship between bank growth and bank failure.®

Having eliminated simple explanations of 1998-99 bank failures in Croatia, one must
turn to the selected seven variables: DR, LIQ, CAR, RLAR, LR, OHER and CM.
Representing the features most closely associated with the observed bank failures, these
variables also offer hope of explaining why "natural” candidate predictors of bank
failures - low profitability, high levels of bad assets, and rapid growth — are not useful for
explaining 1998-99 bank failures in Croatia. Looking back to Table 3 it is easy to see
that the first four variables all have the expected relative values in all years. Thus, the
failed banks as a group have higher deposit rates, lower non-borrowed excess reserves,
lower capital adequacy and higher levels of risky loans. They also have higher loan rates
in all three years, which is consistent with the anecdotal evidence that these banks
attracted riskier clients and at the same time mispriced their risk. This contrasts with the
more prevalent cross-country finding that low spreads are strongly associated with bank
failures (Rojas-Suarez, 2001), perhaps because sudden appearance of fierce competition
for deposits raises deposit rates, thus squeezing the margins and causing failures of the
internally most inefficient banks.

The remaining two variables, OHER and CM, are both insignificant in 1995, and in
1996-97 their relative values are difficult to interpret. It is not clear whether the fact that
the failed banks had a lower proportion of overhead expenses in total expenses indicates
that their failure is in some way connected with a lower quality of employees and
infrastructure. It is perhaps more likely that this result simply mirrors a higher proportion
of interest expenses in total expenses at those banks, pointing to inefficient liability
management. Even more confusing is the lower coverage of foreign currency
denominated deposits with foreign currency assets at the failed banks. This result could
reasonably be directly related to bank failure only if conditions existed that prevented
banks from transforming domestic currency assets into foreign currency cash in order to
meet higher demand for savings deposits during the crisis. Since this was not the case, it
is possible that this variable indirectly measures some other risky behavioral pattern of
the failed banks, for instance lower holdings of liquid reserves that are often held in the
form of foreign currency deposits at foreign banks.

® For a more detailed discussion of this issue, see Kraft and Jankov (2004).
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Returning to the first four variables, each highly significant and with expected and
persistent sign, it is worthwhile to try to interpret possible causal relationships between
them and bank failure. The most likely explanation of the causality between high deposit
rates and bank failures has already been suggested: aggressive banks used high deposit
rates to fund their excessively risky business strategies, which eventually led them to
failure. The negative relationship between the narrow measure of liquidity (provided by
the non-borrowed reserves ratio) and the failure variable can be explained by a
temporary failure of the domestic money market during the early stages of the banking
crisis, or in a wider context, by the poor liquidity of all economic agents preceding the
1999 recession (Sonje, Faulend and Sosi¢, 2001) that made it difficult for illiquid banks
to raise funds in those times of need. Alternatively, it can be explained by the generally
accepted notion that, for banks, chronic illiquidity is almost always a sign of (hidden)
insolvency (De Juan, 1996). For chronically illiquid banks, failure is just a question of
"when".

It is worth mentioning that deposit rates and narrow liquidity are by far the most
significant predictors of bank failure in our sample, with Mann Whitney U test
significance levels well below one percent. The other two important variables are capital
adequacy and risky loans, neither of them measured in 1995. Nevertheless, significant
expected relationships with the failure variable in 1996 and 1997, and trivial
interpretation makes these variables equals with the measures of deposit rates and
liquidity.

Further confirmation of an unusually strong connection between deposit rates and bank
failures in Croatia comes from the best logit model selection process that was performed
separately for each of the three years in the sample. All variables found significant by the
Mann Whitney U test for a particular year were considered for inclusion in the final
model. All intermediate models were estimated using the approximate proportion of the
number of failed banks in the sample (30-35%, depending on the year) as the logit model
cutoff probability, emphasizing the importance of correctly predicting as many failed
banks as possible. All models were estimated with the constant included, and only those
with stable parameters, i.e. with the 95-percent confidence interval for the estimated
odds-ratio not including the unity, were considered in the final step of the selection
process.

Before the final step in the selection process, both forward and backward automatic
selection procedures were performed to select several non-nested alternative
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specifications with good statistical properties. The automatic procedures were based on
the significance of the increase/decrease of the -2LL (log-likelihood) statistic when going
from one nested model to another. Variables whose addition resulted in a significant
reduction in the -2LL statistic at the 5 percent level were added to the model, and those
whose deletion did not result in a significant increase in the -2LL statistic were dropped
from the specification. Finally, for choosing between two non-nested models with similar
in-sample classification results, the more parsimonious model was chosen, or in the case
of a tie, the one with less influential observations or outliers. The best models by year are
presented in Table 4.

Table 4. The "best" logit specifications

Y=1995
Cut = 0.35 B S.E. Wald df Sig. Exp(B) | 95.0% C.l.for EXP(B)
Lower Upper
DR95 1.13 0.363 9.72 1.00 0.00 3.1 1.5 6.30

Constant -6.24 1.827 11.68 1.00 0.00 0.0

* Total obs. = 57, missing = 12; Total outliers = 1, missclasified = 1; Total error = 24.4%, for failed =
33.3%, for survived = 20%

Y=1996
Cut =0.3 B S.E. Wald df Sig. Exp(B) | 95.0% C.l.for EXP(B)
Lower Upper
CAR96 -0.05 0.025 3.94 1.00 0.05 1.0 0.9 1.00
DR96 1.00 0.293 11.75 1.00 0.00 2.7 15 4.84

Constant -4.38 1.459 9.01 1.00 0.00 0.0

* Total obs. = 57, missing = 5; Total outliers = 1, missclasified = 1; Total error = 17.3%, for failed =
11.8%, for survived = 20%

Y=1997
Cut =0.3 B S.E. Wald df Sig. Exp(B) ' 95.0% C.l.for EXP(B)
Lower Upper
DR97 0.57 0.191 8.79 1.00 0.00 1.8 1.2 2.56
RLAR97 0.06 0.032 3.55 1.00 0.06 1.1 1.0 1.13
Constant -3.85 1.040 13.68 1.00 0.00 0.0

* Total obs. = 57, missing = 3; Total outliers = 3, missclasified = 3; Total error = 20.4%, for failed =
17.6%, for survived = 21.6%

The DR variable entered the best model in each of the three years. More importantly,
only two other variables contributed to the model fit when added to the DR variable: the
CAR variable in 1996 and the RLAR variable in 1997. The second best individual
predictor of bank failure, variable L1Q did not enter any of the best models due to its
high degree of correlation with the DR variable in each year. This relationship has been
already documented and interpreted in earlier studies (Kraft 1999). Furthermore, the DR
variable is highly correlated with most of the other variables in most of the years, except
for the CAR and RLAR variables. But, CAR and RLAR themselves are highly
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correlated, which explains why only one of them enters into a single model (see
Appendix Table 5).

Furthermore, it seems that deposit rate variable DR is not only the best individual
predictor of 1998-99 failures of Croatian banks, but it is a better predictor than all viable
combinations of other good individual predictors. To test this we repeated the logit
model selection process, this time without the DR among the variables considered. The
comparison of the model specification containing only the DR variable, and the
specification containing the best model not containing the DR variable, for each year
separately, shows that the DR model is superior to all non-nested alternatives, as is
evident from Table 5 (actually, the best model for 1997 has a lower -2LL statistic, but it
lacks parsimony, it has two more outliers, and it is only better in iden